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A Empirically Speaking

In college, I took an introductory
course in digital electronics. After
having learned the basics of logic
gates, shift registers, adders and so
forth, we proceeded to our first
project: the design of a desktop calcu-
lator. Hand-held calculators were al-
ready popular at the time and many
students wondered why we should
bother with such a seemingly mun-
dane exercise. But many of those
same students were in the habit of
accepting the answer their calcula-
tors gave them without question.
“The machine can’t lie,” they’d say.
“Does the answer make sense,
though?” was my standard response;
and that was often when the thinking
process began—after an answer had
been obtained.

These days, we have many design
aids in software and a nearly univer-
sal platform for their execution: the
personal computer. Tremendous
progress has been made in modeling
structures such as antennas, amplifi-
ers and filters. Those models arise
from direct application of the scien-
tific method. Measurement is logi-
cally the first step in the search for
the truth, but it is too easy to leave
out that step. In addition, I might be
tempted to add a new last step to the
method that should be self-evident:
Repeat it until you’re satisfied your
theory agrees with reality.

My point is that omission of actual
measurements may leave us short of
complete solutions. A theory is only a
theory until it is shown to explain all
observations. Making measurements,
though, is perhaps not as easy—or
fun—as crunching numbers. Specifi-
cally, it may not be fun when the mea-
surements show that your theory is
wrong, or when they prove a compet-
ing theory right. We therefore espe-
cially encourage the publication of
your data as well as your analysis.

Mathematical proofs are fine and
some theories even defy proof by mea-
surement. For example: I read a proof
many years ago that √2 is an irratio-
nal number. An irrational number is
one that cannot be written down ex-
actly; its numerical representation
contains an infinite number of digits
and so can never be precisely depicted

on paper. A colleague argued that in
base-√2, the number may be simply
written as 1; hence, it is not an irra-
tional number in that base. I looked
again at the proof. I found it did not
mention base anywhere and that it
made no assumptions about how
things are written down: I could not
refute it. The proof began with the
assumption that √2 is a rational num-
ber and finished with an equation
that was obviously untrue. That kind
of disproof is known as “reduction to
absurdity.”

So even though measurement is not
always possible, I believe a way to
understanding how things really
work always is. That’s what keeps me
going.

In This Issue
John Stephensen, KD6OZH, re-

turns with the final segment of his
homebrew transceiver project. We got
a lot of good feedback on this series,
and I think you’ll find the conclusion
was worth the wait. Having finished
the initial work on my Perceptual
Transform Coding codec, I offer an
explanation of how it functions, as
well as some results. You are going to
make the measurements on it by lis-
tening to it and deciding, albeit sub-
jectively, whether there is any merit
to it.

Cornell Drentea, KW7CD, dis-
cusses contemporary synthesizer de-
sign approaches in the first part of his
two-part series. He explains how he’s
taken DDSs to certain limits in vari-
ous applications. Sid Cooper, K2QHE,
presents an RF voltmeter you can
build. It’s a very valuable measure-
ment tool and a welcome addition to
most ham shacks.

Dan Handelsman, N2DT, has been
working with rectangular antennas
and he discloses some interesting
findings in the first segment of his
series. In the same vein, Bob
Haviland, W4MB, discusses the ef-
fects of ground on loop antennas.

In RF, Zack explores the applica-
tion of an off-center-fed dipole for HF
QRP work. He presents construction
information for a balun and trans-
former.—73, Doug Smith, KF6DX;
kf6dx@arrl.org.

http://www.arrl.org/qex/
mailto:qex@arrl.org
mailto:kf6dx@arrl.org
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Part 3 completes this series with details of the power amplifier,
noise blanker, control circuitry and power supplies

By John B. Stephensen, KD6OZH

153 Gretna Green Way
Los Angeles, CA 90049
kd6ozh@amsat.org

The ATR-2000: A Homemade,
High-Performance HF

Transceiver, Part 3

1Notes appear on page 6.

This is the last of three articles
about a homemade HF trans
ceiver. The transceiver was de-

signed to provide high performance
with minimal complexity and previous
articles1 have covered the signal-pro-
cessing path of the receiver, including
the local oscillator, mixer, IF ampli-
fier, product detector/balanced modu-
lator and AGC. This part covers the
power amplifier, noise blanker, con-
trol circuitry and power supplies.

Power Amplifier Circuit
The linear amplifier increases the

output of the mixer and band-pass
filter described in Part 1 (about
–12 dBm) to the 100-W level. The ini-
tial three stages, shown in Fig 1, oper-
ate class A and provide 38 dB of gain.
Each uses collector-to-base feedback
and emitter degeneration to achieve
approximately 50-Ω input and output
impedances. The circuit is derived
from one shown in Chapter 8 of Solid
State Design for the Radio Amateur2

and is capable of 800 mW of output
with –40 dBc third-order distortion
products. The TO-5 case 2N3553 tran-
sistors used in the last stage are no
longer manufactured, but TO-220 case
RF power transistors, such as the
MRF475, may be an acceptable substi-
tute. The driver was constructed on
copper-clad epoxy-glass Vectorboard.

A Motorola MRF151 power FET is

used in the final amplifier, as shown
in Fig 2. This transistor was selected
because of its excellent linearity and
ruggedness. It also requires a much
simpler circuit than would a bipolar
transistor. The device can withstand
a 30:1 SWR so protection circuits are
not needed. The circuit used is based
on the Motorola data sheet and pro-
vides 26 dB of gain at 14 MHz, 24 dB
at 28 MHz. The gate of a power FET is
almost purely capacitive at HF and is
350 pF for the MRF151. Series and
shunt resistors are added to provide a
reasonable input impedance and en-
hance stability. It is matched to 50-Ω
by a broadband 9:1 transformer. The
input transformer is noncritical; it is
wound on a small ferrite balun core.

The PA was constructed with a
simple PC board made by cutting-

mailto:kd6ozh@amsat.org
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away unused areas of copper. The cir-
cuit board is mounted on a 1/4-inch-
thick aluminum plate that is then
bolted to a large heat sink. The layout
is not critical except for the short leads
from the two FET emitters to ground.
The MRF151 operates with 40-50 V dc
on the drain and its drain current can
reach 4 A. The relatively high voltage
provides three benefits:
• The optimal output impedance is

higher than that of a low-voltage de-

Fig 1—Schematic of the class-A driver. T1 is 7 bifilar turns of #26 AWG enameled wire on an FT37-43 ferrite core.

Fig 2—Schematic of the class-AB1 power amplifier.

C2, C5-C9—0.1 µF ceramic chip or
monolithic with short leads.
C3—200 pF unencapsulated mica or
dipped mica with short leads.
C4—15 pF unencapsulated mica or dipped
mica with short leads.

L1—3 µH VK200/4B ferrite choke or
equivalent
L2—2 ferrite beads 2 µH
R3—3.3 Ω, 1-W carbon (made from  2
parallel connected 6.8 Ω, 1/2-W
components)

TI—Amidon BLN-61-202 binocular core
with 1-turn 1/8-inch OD brass tubing
primary, 3-turns #24 AWG secondary.
T2—4 stacked Amidon FT50B-61 toroid
cores with 3-turn #18 AWG primary and
1-turn 9/32-inch OD brass tubing secondary.

vice, and it is more easily matched
to 50 Ω.

• The smaller dc current flowing
through the primary winding re-
quires less ferrite to withstand the
dc magnetizing force and prevent
core saturation.

• The device is more linear and pro-
duces less intermodulation distor-
tion (IMD) than devices operating at
lower voltages.
The 9:1 output matching trans-

former is built from two sets of ferrite
cores mounted on brass tubes that
serve as the primary winding. The
primary winding is completed by a
copper shorting plate at one end.
Three turns of #18 AWG wire insu-
lated with Teflon tubing are threaded
through the tubes to make the second-
ary winding. The MRF151 is biased for
500 mA of standing current to mini-
mize distortion at low power levels.

A diplexer filter follows the amplifier.
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The circuit is unique in that it requires
only three inductors but provides more
than 50 dB of harmonic suppression
and low return loss to reduce IMD. This
level of harmonic suppression is re-
quired to meet the proposed spurious
output limits that may go into effect in
2003.3 A good return loss is required
with power FETs to minimize distor-
tion. Otherwise, harmonics are re-
flected back into the drain circuit to mix
with the output signal, producing odd-
order IMD products. A typical filter/
diplexer for this application is com-
posed of parallel connected low and
high-pass filters; however, even a mini-
mal filter such as that used by W0IYH4

to reduce IMD in a push-pull amplifier
requires five inductors. This is inad-
equate for use with a single FET as it
provides only 25 dB of second-harmonic
attenuation. A Cauer filter, such as the
WB6BLD design,5 can provide over 50
dB of second- and third-harmonic at-
tenuation with only two inductors, but
provides no termination for harmonics.

The filter used here is unconven-
tional in two ways. Its passband is
modified to provide low attenuation
only over the actual Amateur Radio
bands, and the input circuit is a
diplexer that improves linearity by
routing amplifier harmonics to a suit-
able load. The first section of the filter
consists of a termination resistor in
series with the input (to provide a good
return loss at harmonic frequencies)
and a series-tuned circuit (Q=1) to
bypass the termination at the funda-
mental frequency. The next two sec-
tions are similar to a low-pass Cauer
filter, but the component values are
modified to compensate for the addi-
tion of the series-tuned circuit. The
return loss at the second harmonic is
over 12 dB and increases to over 20 dB
at the third harmonic. The predicted
attenuation and return loss for the 20
and 10-meter versions are shown in
Figs 4 and 5.

The power amplifier was tested with
a two-tone audio input to the trans-
ceiver and the drive level was in-
creased until the third-order IMD
product was at the –30 dBc level. The

Fig 4—Attenuation (S21) and return loss (S11) of 20-meter filter.

Fig 3—Schematic diagram of 10- and 20-meter low-pass filters. All capacitors are DM19
silver mica ±5%, 500 V. Resistors are Caddock MP930 50 Ω, ±1%. Adjust inductors for
best return loss by compressing turns.

L1—16 turns of #18 AWG enameled wire
on a T130-0 toroid core.
L2—15 turns of #18 AWG enameled wire
on a T130-0 toroid core.

L3—11 turns of #18 AWG enameled wire
on a T130-0 toroid core.
L4—10 turns of #18 AWG enameled wire
on a T130-0 toroid core.

Table 1—Measured IMD

Product Level

Order (dBc)

3 –30
5 –40
7 –48
9-11 –58

fifth- and seventh-order IMD products
were considerably lower, and higher-
order products were not measurable.
The CW power output was 110 W with
42.5 V dc on the drain. See Table 1.

The amplifier was initially tested
with a low-Q, π-network filter on the
output, and harmonic distortion was
worse than shown above. The diplexer
circuit reduced distortion products by
5 dB.

Noise Blanker
The noise blanker differs from most

in that it has a separate receiver to pick
up the noise and operate the blanker.
The noise receiver (see Fig 6) is a
wideband TRF amplifier followed by an
envelope detector. The blanking level is
set via a simple attenuator (R1) at the
input of the receiver. The first RF stage
(Q1) is a common-source dual-gate
MOSFET amplifier with a high-Q
tuned circuit to provide some selectiv-
ity. The drain is terminated in a low-
impedance broadband transformer to
ensure stability. This is followed by a 5
to 30 MHz band-pass filter to prevent
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strong VHF-TV or AM-broadcast sta-
tions from activating the blanker. The
final three gain stages are broadband
resistive-feedback bipolar amplifiers.
The total gain of the noise receiver is
approximately 60 dB.

The final noise amplifier (Q4) is ca-
pable of 200 mW of output and drives
a low-impedance detector circuit, Q5,
through a 9:1 step-up transformer.
Positive cycles of noise pulses cause
this transistor to conduct. Its collector
is attached to the blanker circuitry
(described in Part 2 of this article
series) where it discharges a timing
capacitor to control the noise gate.
Negative cycles of noise pulses are
clipped by a diode to prevent base-
emitter breakdown on strong pulses.

In my neighborhood, either noise is
absent or it is present at S7-S9 levels.
This noise blanker has worked very
effectively, reducing noise to S1 levels.
I use a length of wire about 15 feet
above the ground to sample the noise.
When enabled, the noise receiver is
tuned to the frequency where noise is
loudest but away from any high-pow-
ered stations that might accidentally
activate the blanker. The gain is set to
maximize blanker effectiveness and
does not require adjustment as the
signal receiver is tuned within the
amateur band. Consequently, I have
not attempted to computerize the
noise blanker tuning or gain controls.

When viewing the noise on a spec-
trum analyzer, the strength of the
broadband noise varies considerably
with frequency, going through peaks
and nulls. At my location, the noise
peaks near 17 MHz, and the blanker is
most effective with the noise receiver
tuned near this peak. When first de-
veloping this blanker, I tried using a
superheterodyne noise receiver with a
multipole, 150-kHz-bandwidth IF fil-
ter as I had done in a VHF receiver
several years ago. The noise reduction
on the S-meter was only 20-30 dB,
while the broadband TRF noise re-
ceiver allows 40-50 dB of reduction.
The key to the effectiveness of this
design seems to be minimizing the
delay in the noise receiver in order to
activate the noise gate as early as pos-
sible. The broad bandwidth also col-
lects as much noise as possible, which
enhances the amplitude of the noise
spikes compared to other signals.

Power Supply
The power supply for the 100-W

amplifier is extremely simple. As

Fig 5—Attenuation (S21) and return loss (S11) of 10-meter filter.

shown in Fig 7, it consists of an un-
regulated supply that provides 42-
48 V dc (for 110-120 V ac input) from
a full-wave rectifier for the power
FET. It also supplies 21-24 V from the
transformer center tap to operate the
antenna-changeover relay. An IC volt-
age regulator provides +12 V dc for the
class-A driver stages.

The supply voltage for the power
FET must not vary significantly dur-
ing operation, as that would cause
IMD. For this reason, two large alumi-
num electrolytic capacitors are used to
filter the 48-V output to eliminate any
audio-frequency ripple. The trans-
former and rectifiers are protected by
a series resistor in the transformer
primary circuit to limit inrush current
as the capacitors charge. A 48 V dc
relay is activated as the capacitors
charge to short out the current-limit-
ing resistor during normal operation.

The power supply for the rest of the
transceiver is shown in Fig 8. Three
voltages are supplied: +28 V, +15 V
and –15 V. The 28-V supply uses a full-
wave voltage doubler and linear volt-
age regulator to supply a few milliam-
peres for the transceiver VCO. The
±15-V supplies power the rest of the
transceiver and each consists of a full-
wave rectifier and linear regulator.
Less than 1 A is required from each
supply, with the bulk being converted
to ±5 V by local voltage regulators to
power the DDS.

Conclusions
This project provided an interesting

experience in optimizing analog cir-
cuit design for me (I spent much of my
working life designing digital circuits)
and resulted in a very useful trans-
ceiver. One of the pleasant surprises
was the simplification of the fre-
quency-synthesizer circuit afforded by
current technology. A single-loop PLL
combined with a DDS provides a very
simple and attractive local oscillator
for SSB transceivers when the PLL
multiplication factor is low, the loop
bandwidth is small and VCO fre-
quency range is narrow.

Notes
1J. B. Stephensen, KD6OZH, “The ATR-

2000: A Homemade, High-Performance
HF Transceiver,” QEX, Mar/April 2000, pp
3-15; Part 2, May/June 2000, pp 39-51.
The firmware for the ATR-2000 consists of
SYNTHCTL.ZIP (code for the synthesizer
PIC) and RADIOCTL.ZIP (code for the PC
interfaced PIC). You can download this
package from the ARRL Web www.arrl
.org/qexfiles/. Look for ATR2000.ZIP.

2W. Hayward, W7ZOI, and D. DeMaw,
W1FB, Solid State Design for the Radio
Amateur, (Newington: ARRL, 1977).

3L. Price, W4RA, and P. Rinaldo, W4RI,
”WRC 97—An Amateur Radio Perspec-
tive,” QST, Feb 1998, pp 31-34.

4W. E. Sabin, W0IYH, “Diplexer Filters for an
HF MOSFET Power Amplifier,” QEX, Jul/
Aug 1999, pp 20-26.

5J. L. Tonne, WB6BLD, “Harmonic Filters,
Improved,” QEX, Sep/Oct 1998, pp 50-53.

http://www.arrl.org/qexfiles/
http://www.arrl.org/qexfiles/
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Fig 6—Schematic of the
noise receiver. All resistors
are 1/4 W, ±5%. All capacitors
are ±10% disc ceramics.
C1—APC-140 Variable
Capacitor
L1—29 turns of #24 AWG
enameled wire on a T50-6
toroid core tapped at 2 turns
T1, T3—10 trifilar turns of
#26 AWG enameled wire on
an FT37-43 ferrite core
T2—7 bifilar turns of #26
AWG enameled wire on an
FT37-43 ferrite core
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Fig 7—Schematic of the PA power supply.
FL1—250 V ac, 10 A IEC receptacle and line
          filter
K1—SPST relay with 48 V dc coil and
        normally open 10 A contacts
T1—Transformer, 120-V primary, 34-V center
        tapped secondary from Surplus Sales
        (Col-662-0650-020).

Fig 8—Schematic of the main power supply.
FL1—250-V, 3-A IEC receptacle and line filter
T1—transformer, 120-V primary, 36-V,  0.8 A
        center tapped secondary (All Electronics
        TX-3608)
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Our exploration continues with an experimental codec,
downloadable .WAV files and examination of the coded signals.

By Doug Smith, KF6DX

PO Box 4074
Sedona, AZ 86340
kf6dx@arrl.org

PTC: Perceptual Transform
Coding for Bandwidth

Reduction of Speech in the
Analog Domain, Part 2

1Notes appear on page 17.

[Note: The author apologizes for the
length of time between Parts 1 and 2.
He will, no doubt, blame it on the edi-
tor—Ed.]

Recapitulation of Part 1
In Part 1 of this article,1 properties

of human speech and hearing were
examined for quantization effects that
may be exploited in bandwidth-reduc-
tion schemes. When we left off, we
were ready to choose methods of effi-
ciently representing speech signals.
Here in Part 2, we’ll take a look at the
actual implementation of a PTC codec,
beginning with principles of subband

decomposition. We’ll finish with tests
and analysis of the resulting fre-
quency-compandored signals.

Subband Decomposition
Choosing how to represent a signal

is an important problem in DSP—just
as important as how a signal is ma-
nipulated. In this section, I’ll show
how subband decomposition helps
meet the requirement for frequency
resolution proportional to frequency
(see Part 1) while minimizing the com-
putational burden of analysis and syn-
thesis operations. This technique is
moderately well documented in con-
temporary literature but is poorly
understood in general. Most of the
texts currently available were written
by mathematicians for other math-
ematicians. That often results in stuff

that’s too insensible and that rarely
comes close to the goal of explaining
things clearly. I went through a lot of
brain wracking doing this and I don’t
expect you to get it right away. Let me
know if you have questions.

Mathematical language can be con-
cise and elegant; it is also frequently
ambiguous and sometimes reveals
little of its underlying usefulness at
first glance. I will use it where I have
to, but I will also try to blow away some
of the fog surrounding what should be
part of Amateur Radio’s repertoire.

Review of Traditional Spectral
Analysis Methods for Speech

The fast Fourier transform (FFT)
has traditionally played a major role
in speech communications research.
Portions of speech such as sustained

mailto:kf6dx@arrl.org
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vowel sounds or fricatives, for ex-
ample, can be modeled as the output of
a linear system excited by a source ei-
ther periodically or randomly varying
with time. The output of such a system
is simply the product of the frequency
response of the vocal tract and the
spectrum of the excitation. Fourier
analysis is useful in extracting these
separate factors from speech wave-
forms (see Rabiner and Schafer, Refer-
ence 7 in Part 1). Over the long term,
though, speech signals are consider-
ably more complex than this simple
model. Thus, standard Fourier-trans-
form representations that are satisfac-
tory for periodic, stationary signals are
not necessarily appropriate for speech
signals whose properties rapidly and
distinctly change with time.

For reasons that will become appar-
ent, it is reasonable and convenient to
assume that the spectral content of
speech doesn’t change much over short
time intervals, say 30 ms or so. This key
unlocks a door to some of the redun-
dancy we’re seeking as a target for

bandwidth-reduction algorithms (more
on this later). First, let’s consider how
certain properties of spectral analysis
systems pertain to an analog percep-
tual speech coder.

In a previous series,2 I described the
FFT and showed that it is a block
transform; it operates on a block of
input samples and produces a block of
output samples that portray the fre-
quency content of the input. In an-
other segment,3 I showed how the
damn-fast Fourier transform (DFFT)
produces a nearly identical spectral
analysis on a sample-by-sample basis.
Note that the FFT has fixed frequency
resolution directly proportional to the
sampling frequency, fs, and inversely
proportional to the length of the input
block, N:

    
∆f =

f
N

s (Eq 1)

We are seeking a method of spectral
analysis that falls in line with what
was shown previously for human hear-
ing: Differential frequency threshold
is somehow proportional to frequency.
In other words, it is more difficult to
detect differences in frequency the
higher the frequency of the sounds. It
is reasonable is to suspect that an al-
gorithm exploiting this fact will be
more efficient than a straight FFT for

Fig 1—The first stage of subband
decomposition.

Fig 2—Complete 10-stage subband decomposition.

DFFT frequency resolution, on the
other hand, can be different for each
bin and we don’t have to calculate all
the bins to get a result.
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the analysis of speech signals, because
the total number of bins calculated
would be greatly reduced. The DFFT
seems to meet the requirements of
variable resolution and local calcula-
tion of selected bins, but the total com-
putational burden can be reduced still
further, where facilities exist for high-
speed DSP filtering.

Fig 2. This is known as a tree-struc-
tured filter bank. The output of each
filter is maximally decimated or criti-
cally sampled because its sampling
rate is minimized.

Note that the sampling frequency is
halved at each step; hence, the num-
ber of samples available in any par-
ticular time span is also halved. Band
splitting must end when we are left
with only a single sample. Except for
the final division, outputs from the
system all come from the high-pass
filters. These are further processed by
FFTs that compute frequency content.
This decomposition has made it easier
to achieve good frequency resolution
at the lower frequencies since fewer
samples represent fewer frequency
bins of an FFT applied there. Because
the FFT is a block transform, the size
of input blocks for each FFT (that is,
the time span) is directly related to the
size of blocks coming through the fil-
ters. Perhaps this is easier to fathom
by studying the following example.

Refer to Fig 2. Let’s say the system’s
raw sampling rate is 31,250 Hz. The
input bandwidth is, therefore, half
that or 15,625 Hz. In keeping with our
premise that speech doesn’t change
much over time spans on the order of
30 ms, we’ll take that to be the length
of the input block at the left-hand side
of the diagram. To get the whole thing
to work nicely, it would be nice if the
input block contained a number of
samples equal to an integral power of
two. By inspection, 210 input samples
looks like a good number, since:

    

time span =
number of samples
sampling frequency

 =
N
f

 

s
10

= 2
31,250

 = 32.768 ms

(Eq 3)

At the output of the first stage of
filters, the sampling rate is reduced to
fs/2 = 15,625 Hz; the number of
samples in 32.768 ms is now 29. The
input signal is split into two bands:
0-7812.5 Hz and 7812.5-15,625 Hz. At
the next stage, the number of samples
in the low-pass path is reduced to 28

and the signal is split into bands 0 to
3906.25 Hz and 3906.25 to 7812.5 Hz.
This pattern shows that we are going
to perform log2N = 10 iterations of
band splitting before we get down to a
single sample.

Now we have ten 32.768-ms blocks
of samples to analyze, each with a dif-
ferent number of samples. Let’s start

with the highest-frequency block,
which I’ll call Band 9. Its bandwidth is
7812.5 Hz and its sampling frequency
is twice that. Were we to apply an M-
point FFT to these data, we’d have a
frequency resolution of fs/2M. Since
the block length is N/2, we may
perform N/(2M) FFTs on adjacent
sub-blocks. In other words, we’re con-
fronted with a trade-off between good
temporal resolution and frequency
resolution. We’re only interested,
though, in the content of the entire
32.768-ms block: Its content doesn’t
change significantly during this pe-
riod. From what we know about differ-
ential frequency threshold, we decide
a frequency resolution of about 500 Hz
is adequate for this subband. FFT size
M therefore need only be:

    

M =
f
f
s

=
15,625

500
32

∆

 

 ≈

(Eq 4)

For a real input signal, this pro-
duces 16 analysis frequencies or bins.
Actually, 32 bins are produced, but the
bins in the top and bottom groups of 16
are just the complex conjugates of one
another, and so are redundant. Here
we are with a block of 29 = 512 samples
and needing only 32 for our frequency
analysis. Simple and direct would be
to compute the 512/32 = 16 FFT blocks
and average them. Nevertheless, as
it turns out, we may select virtually
any contiguous 32-sample block from
within the input block, since fre-
quency content doesn’t change much
over the input block.

So, for band 9, a 32-point FFT taken
on the 32-sample block that was har-
vested. See Fig 3. We now know the
frequency content of this band over a
32.768-ms period to a resolution of:

    

∆f
f
M

=

 

s

=
15,625

32
488 Hz ≈

(Eq 5)

The same process is performed on
bands 6-8. At band 5, no block harvest-
ing is necessary since the decimated
block is already 32 samples in length.
When we get to band 4, we run into a
little snag: The block is only 16 samples
long. It is tempting to just perform a 16-
point FFT on this block, but then the
frequency resolution would be fs/16 =
488/16 ≈ 30.5 Hz, or the same as for
Band 5. This is a getting a bit higher
than the Weber fraction (see Part 1), so
we decide to analyze this subband over

Critically Sampled Filter Banks
Digital signal processors are opti-

mized for the computation of convolu-
tion sums of the form:

  
n

k=0

L 1
k n ky = h  x

−
−∑ (Eq 2)

Such calculations are called multi-
ply-and-accumulate (MAC) calcu-
lations. Those are exactly what are
required to implement finite-impulse-
response (FIR) filters in DSP. FFT and
even DFFT algorithms don’t necessar-
ily make good use of MACs, so any
filtering operation that reduces the
complexity of subsequent FFTs is usu-
ally beneficial.

Rabiner and Schafer at Bell Labs
worked on what are now called multi-
rate filter banks.4, 5 In the first step of
one such scheme, the signal under
analysis first passes through two fil-
ters: a high-pass and a low-pass. See
Fig 1. These filters have nearly identi-
cal cutoff frequencies and thus sepa-
rate the input spectrum into high- and
low-frequency bands. Since each fil-
ter’s bandwidth is half the original
signal’s bandwidth, the sampling rate
at each filter’s output may be reduced
by a factor of two without destroying
information. This is Nyquist’s crite-
rion. The process of lowering the sam-
pling rate is called decimation. In
it, every other sample is simply dis-
carded. We could calculate the filter
outputs at the higher rate before deci-
mating them, but we save time by cal-
culating only those we intend to keep.

Decimation filters with bandwidth
equal to half of the input bandwidth
(one quarter of the sampling fre-
quency) are called half-band filters.
When correctly designed, they have
certain properties that lead to further
computational savings.

In the second step, the decimated
high-pass output is saved for later
processing. The decimated low-pass
output is further split into two sub-
bands using half-band filters as be-
fore. The high-pass output is saved
and the low-pass output split again.
This process continues until no fur-
ther band splitting can occur. The re-
sult is shown as the block diagram of
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a time period twice that of band 5, or
65.536 ms. We then have our 32
samples and twice the frequency reso-
lution.

Likewise, with band 3, doubling
again requires a block-length increase
to 131.072 ms to get the 32 samples
and a frequency resolution of about
7.6 Hz. This band represents a fre-
quency range of roughly 122 to
244 Hz—getting pretty low. For fre-
quencies below 122 Hz (Bands 0-2),
7.6 Hz is deemed to be sufficient reso-
lution and smaller FFTs are per-
formed on 131.072-ms blocks. Band X,
an 11th band, is just the left-over LPF
output from the split that produces
band 0.

This alteration of subband block
lengths reflects the main axiom under
which the system operates: Good tem-
poral resolution is more valuable than
good frequency resolution at higher
frequencies; at low frequencies, good
frequency resolution is more impor-

tant. This is supported by many of the
studies cited previously and by com-
mon sense.

A conclusion is that above a certain
level, improvement in temporal reso-
lution is useless because speech
doesn’t contain information changing
so rapidly; further, the human hear-
ing system cannot distinguish the
rapid changes in spectral content that
would be produced. Below a certain
frequency threshold, improvement in
frequency resolution is useless be-
cause the information contained in
low frequencies is limited. The theory
of natural selection6 seems to indicate
that animals do not develop their
senses beyond what is necessary. It is
therefore no surprise that our hearing
matches our ability to communicate
verbally. Animals in the wild present
a somewhat different story, since they
must be able to detect the presence of
their enemies through subtle sounds,
smells and visual attributes. Still, it

is found that surviving species ac-
quired the necessary tools and many
of those that are extinct did not.

Perceptual Transforms
Perhaps some readers have experi-

enced Internet audio systems, many of
which use perceptual audio coders in
one form or another. A data stream at
33.6 kbps occupies a bandwidth of
33.6/2 = 16.8 kHz (when reconstructed)
and we know this can be coded in an
analog format to fit through a 3-kHz-
bandwidth telephone line. This ap-
proximately 5.5:1 compression ratio
shows that there is hope!

As early as 35 years ago, attempts
were made to reduce speech bandwidth
by brute-force methods that squeezed
all spectral components closer to-
gether in frequency.7 At that time, the
fast Fourier transform (FFT) was un-
dergoing a rebirth.8 I guess it should
have been evident from the nature of
the beast that such frequency compres-

Fig 3—The processing details of subband analysis. Note: Although FFT results are identified only by bin numbers 0-127, each of those
bins has a complex-conjugate mate in the range 128-255; mating bins are implied where they are needed to compute inverse
transforms. Bin numbers 0-127 correspond to the 128 analysis frequencies.
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sion forces discrete transform ele-
ments to overlap, resulting in rather
serious distortion. Perceptual coding
cannot be obtained quite this simply.
More-recent efforts utilizing subband
coding and other methods9 must have
achieved at least some success, but we
still don’t see such schemes being em-
ployed generally.

Amateurs have also undertaken the
quest for analog bandwidth com-
pression. John Ash, KB7ONG, Fred
Christiansen, KA6PNW, and Rob
Frohne, KL7NA, wrote about a system
somewhat similar to mine in QEX a
few years ago.10 Their premise was
along the same lines that I’ve ex-
plained above: Certain parts of speech
are redundant or irrelevant and so
may be discarded. I’ve not heard what
their results sound like and I cannot
comment on the viability of their ap-
proach. I can only write that my tac-
tics are a bit different from theirs in
that spectral information is generally
preserved across the frequency band
of interest.

Anything reducing speech band-
width by at least a factor of two ought
to find immediate application in many
services worldwide. It would reduce
congestion on our crowded amateur
bands as well as on commercial and
military channels. It might increase
telephone-circuit traffic manifold. It
would not play in Peoria, though, un-
less it met the quality goals set in
Part 1. I reluctantly infer, therefore,
that previous bids have fallen short.

We have produced samples in the
frequency domain of a signal sampled
in blocks 32.768 ms long. Now I pro-
pose to construct an analog signal
from those frequency-domain samples
that is also 32.768 ms long but has a
greatly reduced bandwidth. I will use
the bins obtained from the subband
decomposition above as the inputs to a Fig 4—Final processing of the coded analog signal.

Table 1—PTC Codec Example with BW
IN

 = 15,625 Hz, BW
OUT

 = 3906 Hz

Low-Pass High-Pass Sampling Samples Frequency
Band Range (Hz) Range (Hz) Rate (Hz) per 32.768 ms Resolution (Hz)

9 0-7812.5 7812.5-15,625 15,625 512 488.3
8 0-3906.3 3906.3-7812.5 7812.5 256 244.2
7 0-1953.2 1953.2-3906.3 3906.3 128 122.1
6 0-976.6 976.6-1953.2 1953.2   64 61
5 0-488.3 488.3-976.6 976.6   32 30.5
4 0-244.2 244.2-488.3 488.3   16 (32 in 65 ms) 15.3
3 0-122.1 122.1-244.2 244.2     8 (32 in 131 ms) 7.6
2 0-61 61-122.1 122.1     4 (16 in 131 ms) 7.6
1 0-30.5 30.5-61 61     2 (8 in 131 ms) 7.6
0 0-15.3 15.3-30.5 30.5     1 (4 in 131 ms) 7.6
X 0-15.3 NA 30.5     1 (4 in 131 ms) 7.6

256-point inverse FFT (FFT–1). The
sampling frequency of the output will
therefore be:

    

s

=
256

0.032768
 = 7812.5 Hz

f =
number of samples

time span

 (Eq 6)

In so doing, the bins will represent
frequencies spaced 1/0.032768 s ≈
30.5 Hz apart. The highest-frequency
bin will correspond to the highest-fre-
quency bin of the FFT done on band 9.
The next-highest-frequency bin will
represent the second-highest-fre-
quency bin of the FFT done on band 9,
and so on until all analysis bins have
been down-shifted to their respective
places in the coder’s synthesis FFT–1.
Note that no temporal-resolution
rules have been violated since each bin
represents a 32.768-ms block in both
FFTs. See Fig 4.

Frequencies of analysis bands are
listed in Table 1; synthesis frequencies
are listed in Table 2. Frequency resolu-
tion in synthesis is proportional to
frequency. A speech signal of BW =
15.625 kHz has been coded into BW ≈
(30.5)(128) = 3.90625 kHz! The fre-
quency compression ratio is four. Note
that this system, when restricted to
half the input bandwidth, produces ap-

proximately the same compression ra-
tio. An input bandwidth of 3.90625 kHz,
for example, produces output band-
width of about 977 Hz.

An additional, significant benefit of
the system is that it may remove the
restrictions placed on high- and low-
frequency response by the characteris-
tics of IF and AF filters in transceivers.
Table 2’s data reveal that very low fre-
quencies are shifted upward by several
hundred Hz. That means the low-fre-
quency response of the system is pre-
served even when the coded signal
passes through two bandwidth-limiting
filters: one in the transmitter and one
in the receiver.

PTC Decoder
The decoder reconstructs the signal

using exactly the reverse of the process
used in the coder. See Fig 5. It first
translates the signal to the frequency
domain using a standard, 256-point
FFT at the sampling rate of 7812.5 Hz.
Input block length for each FFT is 256
samples or 32.768 ms. This produces
analysis bins corresponding to 128 dis-
crete frequencies. These samples are
then inverse-Fourier transformed by
band, with an additional provision for
generating time-domain sequences
longer than 32 samples for bands 6-9
in that synthesis operation. The
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Fig 5—A complete 10-band subband decoder.
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sequences are interpolated (interpola-
tion is the inverse of decimation), fil-
tered and combined in a manner oppo-
site to that of the coder. The net result
is a 32.768-ms block of output samples
at the original sampling frequency of
31,250 Hz. Notice that the bin order of
each FFT–1 must be reversed; the sub-
sequent interpolation and HPF opera-
tions (in Fig 5B) invert the spectrum of
the band being processed. The final
output is obviously not a perfect recon-
struction of the original input, since a
compromise has been made between
temporal and frequency resolution. In
fact, it is quite remarkable how differ-
ent it looks on a ’scope compared with
the original and yet sounds so remark-
ably the same!

Computational Details
Now let’s look at some other details

of the processing algorithms. Empha-
sis will be placed on computational
efficiency. My PTC system is currently
implemented on a fast PC and does not
come close to operating in real time.
Chunks of speech may be coded and
decoded only after initial recording.
Obviously, the next step is to build a
codec that processes speech on the fly.
One heck of a lot of computation goes
on in these algorithms. I calculate that
a PTC codec may be implemented on a
dedicated DSP platform that has only
modest processing power by today’s
standards. Without the shortcuts out-
lined below, much more horsepower
would be required. Alternatively, in-
creased processing capability would
allow greater frequency resolution
and therefore improved quality.

In the coder, the output of one filter-
ing stage forms the input to the next.
Notice that enough output samples
from one stage must be accumulated
before the next stage’s output can be

Table 2—Frequency Mapping in Synthesis of a 4:1 PTC Coder

Input Frequency Output Frequency Number of
Band Range (Hz) Range (Hz) Frequencies

9 7812.5-15625 3418.0-3906.25 16
8 3906.3-7812.5 2929.7-3418.0 16
7 1953.1-3906.3 2441.4-2929.7 16
6 976.6-1953.1 1953.1-2441.4 16
5 488.3-976.6 1464.8-1953.1 16
4 244.2-488.3 976.6-1464.8 16
3 122.1-244.2 488.3-976.6 16
2 61-122.1 244.2-488.3  8
1 30.5-61 122.1-244.2  4
0 15.3-30.5 61-122.1  2
X 0-15.3 0-61  2
TOTALS 0-15625 Hz 0-3906.25 Hz 128 frequencies

computed. Further, the input buffer for
a particular filter stage must grow be-
yond 32.768 ms by the length of the
filter’s impulse response. Finally, the
filter’s impulse response must be long
enough to achieve orthogonality be-
tween subbands. This term means that
no frequency component appearing in
either the high- or low-pass subbands
appears at significant amplitude in the
other filter’s output. That is, the filters
must be sharp enough not to let fre-
quency components appear simulta-
neously in both the high-pass and
low-pass outputs. This requirement ob-
viously presents itself most critically in
and near the transition regions of the
filters’ frequency responses. Either
some overlap or some exclusion of
analysis frequencies must be tolerated,
since short filters are not very sharp-
skirted.

FIR half-band filters can be de-
signed in DSP with impulse responses
having odd-numbered coefficients
equal to zero. See Fig 6. This is
achieved using Fourier design meth-
ods when the total number of taps is

odd.11 The significance of this is that
the total computational burden is re-
duced by a factor of two, since those
taps with coefficients equal to zero
don’t need to be computed or added to
the convolution sum. In addition, it
turns out that half-band, high-pass
and low-pass filters may be designed
so that their impulse responses are
nearly the opposites of one another.
For a filter of length L, the coefficients
of a half-band high-pass filter, hk, are
simply the negative of the coefficients
of a half-band low-pass filter, except
for the coefficient at the center of the
filter, h(L–1)/2. See Fig 7. This further
reduces computational complexity by
a factor of two, since the output of ei-
ther filter is just the convolution sum
using coefficients ±hk plus the term
produced with the center coefficient.

Filters of length L = 33 designed
using a rectangular window barely
meet the requirements above. To
avoid having to insert delays in the
FFT paths, it is well to store all the
input samples for both coder and de-
coder before calculating all the filter

Fig 6—The impulse response of a 33-tap, half-band low-pass
filter. Notice that odd-numbered coefficients have a value of zero,
save the center coefficient.

Fig 7—The impulse response of a 33-tap, half-band high-pass
filter. Notice that, except for the center coefficient, all the
coefficients are simply the negative of the filter depicted in Fig 6.
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Fig 8—(A) shows a complete polyphase filter stage. The term
polyphase refers to the process of computing partial convolution
sums for the filter in question. (B) shows frequency responses of
half-band filters.

(B)

outputs. This isn’t always possible,
though, since it results in significant
throughput delay. Note that a small
delay is always precipitated by the
wait for buffers to fill. A complete fil-
ter stage using this polyphase ap-
proach is shown in Fig 8A. The fre-
quency responses of the FIR filters I
actually use are shown in Fig 8B.

Either the FFT or DFFT may be
used in spectral analysis, depending
on the processor. I emphasize again
that the DFFT allows independent
spectral-leakage control for each bin,
although it may incur greater compu-
tational burden under certain circum-
stances. The usual rules regarding
scaling of input and output data apply.

Results
The coder and decoder are not syn-

chronized. Because the 32.768-ms
frames in the coder are not likely to be
aligned in time with those in the de-
coder, a spectral-smearing effect al-
ways occurs. The magnitude of the
effect depends heavily on how much the
high-frequency content of adjacent
frames changes. As stated above, the
low-frequency content is not liable to
change very much from frame to frame.
In the worst imaginable case, high-
frequency content changes markedly
between frames and half the energy ap-
pears in one frame, the other half in the
next. Total energy content is preserved,
but the temporal resolution is compro-
mised to the tune of half the analysis-
block length. This effect has not
presented itself as a perceptual prob-
lem during testing.

When I started this project, I be-
lieved that PTC-coded speech com-
pressed to one fourth of its original
bandwidth would still be intelligible,
but it is not. The main reason for that

seems to be that frequencies corre-
sponding to the pitch of a person’s
voice are shifted upward in frequency
too much to allow the ear to discern
them. Formant energy resides much
closer to the pitch energy, rendering
them indistinguishable from one an-
other. That is not to say you can’t still
tell that it’s speech; it just sounds—
well, different.

You may download an example of
PTC codec performance from the QEX
Web site.12 The package includes some
.WAV files: an original, digital record-
ing of my not-so-melodious voice, a
PTC-coded version of same with a com-
pression ratio of four and the decoded
result. I cannot guarantee they will
play exactly right on all systems be-
cause of the non-standard sampling
rates, but you will get the idea. Also,
notice that some work still needs to be
done to restore all the naturalness of
the original recording after decoding.
Application of windowing to time-do-
main data in analysis and synthesis is
the subject of ongoing experimentation.
I find it is difficult to tell the difference,
though, between coded/decoded speech
and the original, at least over HF SSB.
After years of listening to 2.4-kHz au-
dio, it astonishes me how much the
addition of some sibilance and presence
improves perceived speech quality.

Many acquaintances of mine enjoy
listening to SSB signals by using a
much greater receiver bandwidth
than that used in the transmitter. I
attribute this to the IMD products
appearing beyond the transmitter’s
bandwidth that pass for sibilance at
the receiver. Good thing they can’t lis-
ten to the IMD products on the other
side because I don’t think the results
would be quite so pleasing.

You may say someone sounds like

FM, but the trouble has been that the
high-pass filters necessary to elimi-
nate CTCSS tones have had a very
deleterious effect on voice signals.
More often, I think we’re referring to
the degree of quieting that is appar-
ent. In the finish, my scheme has some
effect on signal-to-noise ratio as well.

Not only have we reduced band-
width by a factor of four, but we’ve also
gained a signal-to-noise ratio (SNR)
advantage of:

    ∆SNR = 10log4 6 dB≈ (Eq 7)

Note that we’ve also avoided approxi-
mately 6 dB of QRM in the process (us-
ing appropriate IF filters) and that
we’ve relieved our neighbors in fre-
quency by the same margin. These fac-
tors apply to the on-the-air signal, not
to the result. Statistical noise from sig-
nal processing algorithms usually off-
sets the reduction in atmospheric noise.
The system is subject to a magnified
effect from any on-channel interfer-
ence, if it is polyphonic. That is to say:
If polyphonic, on-channel interference
occupies bandwidth m, I will demodu-
late it with BW=4m. Selective-fading
effects are also amplified by the same
amount. PTC-coded speech is also a bit
more susceptible to frequency errors.

As stated in Part 1, the ear seems to
be sensitive to the relative phase of
components lying within the same
critical band. I postulate this is be-
cause such components may produce a
beat frequency of greater than the
critical bandwidth, resulting in an
audible effect. It is interesting to hear
how audio waveforms having different
phase relationships between their
spectral components—and that look
quite different on the ’scope—sound
remarkably the same.

PTC doesn’t process singing, music,
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slow-scan signals or audio containing
strong, discrete-frequency components
very well, although the concept could
certainly be optimized for that purpose.
In the form of an external audio proces-
sor, PTC would be compatible with vir-
tually any transceiver. The prospective
uses of the bandwidth savings are allur-
ing, to say the least. Transmitting un-
intelligible signals, though, raises a few
red flags. Read on.

Is PTC Legal on Amateur Bands?
In Commercial Services?

To a non-PTC-equipped receiver, a
coded USB signal appears to be several
hundred hertz higher in frequency
(lower for LSB) than it really is. At low
compression ratios (≤2), the coded
speech is still understandable without
being decoded. An uncoded signal ap-
plied to the decoder can still be copied.
This is a desirable situation in view of
the FCC rules, which are clear when it
comes to encryption of signals.13

As mentioned, compression ratios of
greater than three make coded speech
unintelligible. Now I must ask whether
those signals may be transmitted le-
gally on the ham bands. If the answer is
“No, you can’t,” then another question
presents itself: “How much intelligibil-
ity do I can lose before I cross the legal
line?” If you hope the answer is “Yes,
you can,” then certain arguments may
come into play.

First, there is an analogy to the le-
gality of unspecified digital modes
that have been publicly documented,
as outlined in the FCC rules.14 Digital
voice modes have been legal on the
phone bands for a long time: They are
just as unintelligible as high-compres-
sion, PTC signals to the unequipped—
maybe more so. PTC coding carries a
bandwidth-reduction feather in its
cap, which many current digital-voice
modes do not. However, the SNR ad-
vantage of PTC is minimal compared
to that of digital modes.

That brings me to an admonishment
about this stuff: Don’t play the coded
.WAV file from the Web site on the air
just yet! If I hear them there or have
good reason to believe they were there,
I’ll yank the whole thing and the game
will be over; however, play the before
and after .WAV files as much as you
want.

PTC codecs allow four or more times
as many voice signals to occupy a given
band as compared with uncoded sig-
nals. While this may not destroy all
QRM, it sure seems to offer a better
chance for radio operators to happily
coexist. Application of PTC to other

services, such as FM land mobile, is
not quite so simple. Transceivers usu-
ally have synthesizer tuning steps of
12.5 kHz or 25 kHz to match the chan-
nel spacing and IF filters. New or
heavily modified designs would have
to be fielded to take advantage of
greater spectral occupancy. Other
uses may be made of the saved spec-
trum without changing channel spac-
ing. Full-frequency-range stereo or
four-channel speech, for example, is
possible in typical voice bandwidths.
With two or more independent chan-
nels, more information can be commu-
nicated. I can’t see very much reason
PTC cannot legally be employed in
commercial services.

Since the vast public telephone net-
work has already gone digital, I have
to wonder whether it is useful there to
increase traffic-handling capacity.
Certainly, PTC coding could be ap-
plied prior to digitization to achieve a
boost; however, large-scale rearrange-
ment of multiplexing equipment
would be necessary and lots of new
gear would have to be purchased. In
addition, it may be that speech-com-
pression coding in digital form (after
digitization) would be more cost-effec-
tive.

Summary
This work was motivated by the

principle that no signal should occupy
more bandwidth than necessary to
convey the information it contains.
Peter Martinez, G3PLX, and the im-
mediate popularity of PSK31 drove
that point home.

From the foregoing data, it’s evident
that not all components of human
speech are necessary to achieve high
perceptual quality. Irrelevant compo-
nents are sometimes made inaudible
by masking or critical-band effects
and therefore can be eliminated. Many
modern digital coding methods make
extensive use of these factors to
achieve their efficiencies. We also find
that speech doesn’t change much from
one short time frame to the next, and
so contains redundancies. This is also
used to reduce bandwidth.

It was shown that if the ear is less
sensitive to differences in frequency as
frequency increases, then the high-
frequency territory is prime ground
for bandwidth compression. The un-
derlying principle of PTC is to create
an analog signal of lesser bandwidth
and frequency resolution in three
steps:

1. Analyze the frequency conten
 of the input signal with non-uniform

frequency resolution
2. Combine adjacent frequency bins

that are closer together than the dif-
ferential frequency threshold

3. Down-shift some of the bins in fre-
quency

The processing power required to
implement PTC is moderate by today’s
standards. I see no reason why afford-
able codecs cannot be built and put to
use reducing QRM. Outboard DSP
units are already common equipment
at many Amateur Radio stations;
many have sufficient number-crunch-
ing power for this application. While
thinking about digital audio modes, I
ask you to also consider this band-
width-efficient scheme.

Thanks to Bob Heil, K9EID, and
Warren Bruene, W5OLY, for their
valuable input and assistance. See you
in the soup, guys!
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Eliminating the PLL remains the last step in
utilizing the DDS solely as the main LO in radios.

By Cornell Drentea, KW7CD

757 N Carribean
Tucson, AZ 85748
CDrentea@aol.com

Beyond Fractional-N, Part 1

1Notes appear on page 25.

Unlike what some manufactur-
ers would have us believe,
today’s direct digital synthe-

sizers (DDSs) are not used alone to
generate VHF/UHF local oscillators
(LO) frequencies in up-converting HF
radios. Although much progress has
been made in the past 10 years in the
area of high-resolution frequency syn-
thesis, today’s synthesizers use addi-
tional techniques (such as PLL and
others) to function as high-frequency,
high-resolution LOs.1 Although using
a straight DDS as the first LO in an
up-converting radio is quite desirable
and technologically feasible today,
there are still obstacles in the way of
implementation.

This article is a synthesizer-technol-
ogy report combined with a practical
construction article directed at ham
experimenters, as well as profession-
als. Although the work contains ample
tutorial material, it is not meant to be
an exercise in basic concepts, but

rather an advanced applied-technol-
ogy update. I therefore assume that
the reader is familiar with basic DDS
(Reference 7) and PLL concepts (Ref-
erences 2, 3, 6, 8, 9, 10, 11 and 12) This
article discusses state-of-the-art syn-
thesizer technology as applied to the
first conversion of an up-converting
HFradio. It explores the feasibility of
using a super-DDS (SDDS) to achieve
direct LOs without using the PLL
technique.

The article also presents other syn-
thesis approaches, particularly the
DDS-driven PLL. In addition, new cost-
effective DDS synthesizers are intro-
duced to the industry utilizing simple
brute force multipliers to achieve per-
formance equal to, or better than, that
of today’s popular DDS-driven PLL
technique.

A final goal of this article is to discuss
an advanced DDS-driven PLL synthe-
sizer as a state-of-the-art approach to
high-resolution, wide-bandwidth syn-
thesis. A modern implementation of
this approach will be presented in Part
2, operating at 10 times the required LO
frequency (L-band) in an up-converting
75-MHz-IF HF transceiver. This syn-
thesizer was designed and developed

specifically for my Star-10 transceiver.
It offers new ideas on what can be done
to improve the traditional DDS-driven
PLL technique, which I introduced in
1988 (Reference 1).

The Many Faces of
Frequency Synthesis

LOs have come a long way from free-
running implementations. They take
the form of complex synthesizers that
use new techniques to answer many
conflicting requirements. Some of
these are fine step resolution, fre-
quency agility, low spurious and phase-
noise performance, to name just a few.

In addition, wide-band, high-resolu-
tion synthesizers have been notoriously
expensive to produce. Although pro-
gress has been recently made in simpli-
fying frequency synthesis, there is a
need today to produce even lower-cost,
yet high-performance synthesizers to
simplify transceiver design overall.

There are many forms of frequency
synthesis being used today. See Fig 1.
Among them are brute-force–direct
and indirect techniques, combined
with PLLs and several others. At mi-
crowave frequencies, harmonic-mixer
techniques have also been used.2

mailto:CDrentea@aol.com
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Recognizing this complexity and its
associated cost, new synthesizer tech-
niques have evolved over the past 10
years as extensions of existing tech-
niques. As such, the direct digital syn-
thesizer (DDS) has served as an essen-
tial player in today’s transceiver de-
signs.

Although the DDS idea was intro-
duced a long time ago, the first practi-
cal DDS became a reality only in the
early 1980s. It was then that the DDS
was first used as a numerically con-
trolled oscillator (NCO), first at audio
frequencies and later at RF.

The DDS-Driven PLL
In the synthesizer world, there is a

proverb: “There are synthesizers, and
then there are synthesizers!” This
means that while it is relatively easy to
design a high-performance synthesizer
that generates a few frequencies over a
limited bandwidth (such as used in a
dedicated-channel radio or radar), syn-
thesizers designed for wide-band, high-
resolution up-converting HF radios
have proved to be very demanding. This
is so because of their ultra-wide cover-

age and very fine resolution, which are
conflicting requirements. Let’s now
look at those requirements.

In today’s up-converting HF radios (2
to 30 MHz), synthesizers are required
to generate clean, high-resolution, VHF
to UHF LO frequencies to cover over
four octaves of RF bandwidth.3 Gener-
ally, a step resolution of one to 10 hertz
is required over this entire bandwidth.
Imagine a synthesizer that can tune
such a range in one band with a resolu-
tion of 1 Hz. Although there are many
ways to achieve this kind of perfor-
mance, doing so with a single loop
presents an interesting challenge. In
addition, our synthesizer must have a
superior phase-noise and spurious per-
formance over the entire bandwidth.
Until the late 1980s, this performance
was attempted (but not necessarily ac-
complished) by using a complex combi-
nation of techniques from Fig 1. Mul-
tiple PLLs and brute-force synthesis
approaches (such as mixers and digital
dividers) were used in various loop
arrangements to obtain wide coverage
and fine step resolution. These ar-
rangements introduced unique prob-

lems. In addition to being expensive
and difficult to control in manufactur-
ing, their phase-noise and spurious
performance left a lot to be desired be-
cause of problems introduced by their
complexity. See Fig 2.

A New Deal
In February 1988 at RF-Technology

Expo in Anaheim, California, I pub-
licly introduced a practical new syn-
thesis technique, the DDS-driven PLL
(References 1 and 13).4 This is a sig-
nificantly less-complicated approach
to obtaining high-resolution, variable-
frequency LOs for fully synthesized
radios than the multiple-loop PLL
approach shown in Fig 2.

The idea is simple. Instead of using
a combination of multiple brute-force
approaches combined with fractional-
N, multiple-loop synthesizers (Refer-
ence 2), a new device–the direct
digital synthesizer–could be used as a
high-resolution variable reference in
a fixed, divide-by-N PLL multiplier.
Fig 3 shows this concept in its original
proposed form.

Since it wasn’t yet possible to use the

Fig 1—Many forms of frequency synthesis are available to modern designers.
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Fig 2—Example of a typical high-resolution
synthesizer dating before the introduction
of the DDS (early 1980s). Multiple PLLs
were used in concert with brute-force
methods to provide high-resolution LOs.
The high division ratios used in the
programmable dividers meant inferior
phase-noise and spurious performance.

DDS directly at the high LO frequen-
cies needed in HF radios, the big idea
was to cleverly modify the traditional
PLL. In the DDS-driven PLL, the modi-
fication replaces the PLL’s previously
fixed reference with a variable-fre-
quency, high-resolution DDS. This, in
turn provides a coherent source that
steers the PLL in fine steps over its
entire bandwidth, while maintaining a
high-frequency reference. By using the
variable DDS and a tight loop band-
width in the PLL, the fine resolution of
the DDS is effectively transferred to the
PLL output, while improving the
synthesizer’s phase-noise and spurious
performance.

This allows for even further simpli-
fication. Because the high-frequency
reference (the DDS) now provides the
fine resolution, the traditional pro-
grammable, dual-modulus, fractional-
N mechanism (also known as the Digi-
phase approach, see References 2 and
3) used in the feedback loop could be
eliminated altogether. It is replaced
with a simple, less expensive fixed di-
vide-by-N digital divider, as shown in
Fig 3. What could be simpler? By
streamlining a single-loop PLL to a
DDS-driven PLL, high resolution and
coherency to a high-stability reference
is finally obtained in a single-loop syn-
thesizer, a previously nearly-impos-
sible task.

So far, we have seen that the DDS-
driven PLL has streamlined high-reso-
lution synthesizer design by using the
DDS’ inherent fractional-division abil-
ity, while maintaining a high reference
frequency, which is a desirable factor in
achieving high performance. The impli-
cations are, by now, clearly significant:
reduced spurious signals, low refer-
ence-sideband levels, good phase-noise
performance and fast switching, all in
one simple synthesizer.

At the turn of the last decade, this
solution spelled almost instant success.
Two years after the RF-Expo paper, and
up to this day, most synthesized HF
radios on the market use the DDS-
driven PLL idea as their major synthe-
sizer approach. It has proved itself the
industry’s workhorse. In addition, the
cost of synthesizers has been dramati-
cally reduced. New LSICs combining
the DDS and PLL techniques on a
single chip are now evolving.
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Eliminating the PLL Altogether
While the DDS-driven PLL prevails

in today’s radio designs, the PLL part
remains relatively complex and costly
to implement in production. Eliminat-
ing the PLL and using a DDS alone
would simplify design even further,
provided the DDS is up to the job.

What if we eliminate the PLL? What
if we use a super-DDS directly at the
VHF LO frequencies required by an
up-converting HF transceiver, and
never bother with a PLL? Technologi-
cally, this is entirely feasible today
and further simplifies the design. (See
Fig 4.) The performance and econom-
ics, however, of a SDDS operating at
very high frequencies makes this ap-
proach impractical for HF radios and
especially for ham radios today. We
will discuss this next.

Let’s examine the DDS-only synthe-
sizer of Fig 4. First, notice that it re-
quires a very high reference frequency,
840 MHz. Why? It is well known that
spurious performance worsens at
higher DDS output frequencies. The
frequency reference (sampling-rate)
requirement of a DDS is directly related
to this fact. Consider an up-converting
radio with a typical IF of 75 MHz: The
reference input to a DDS-only synthe-
sizer that would generate LO frequen-
cies from 77 to 105 MHz would need to
be at least 210 MHz (2×105 MHz).5 A
factor of two for our refer-ence fre-
quency would not necessarily produce
the best in-band spurious response
from the DDS, though. Consequently,
we need a much higher reference fre-
quency.

Mathematical analysis and experi-
ence indicate that for a relatively good
in-band spurious performance, the
reference frequency needed for the
DDS would need to be about eight
times higher than the highest output
frequency. This implies a reference
frequency of greater than 800 MHz for
a DDS with an output of 77-105 MHz.
From a technological-process point of
view, such a high-frequency DDS
would use GaAs or SiGe materials,
which make the DDS more expensive.

So, what is the state of the art in
DDS today? Such super DDSs already
exist as products, but they are not low
in cost. Recent DDS developments by
Analog Devices indicate the introduc-
tion in the near future of such high-
frequency DDS devices at lower cost.
According to them, work is now being
done on a low cost 1-GHz (reference)
DDS. More recently, super-high-fre-
quency (up to 4-GHz RF output
frequency) direct digital synthesizers

Fig 3—The DDS-driven PLL was officially introduced in 1988 by the author. In this
practical approach, a high-resolution variable frequency source–the DDS–is used as the
reference along with a fixed-loop feedback divider. This greatly simplifies synthesis
while achieving high resolution at the same time. The result is a wide-bandwidth, high-
resolution synthesizer using a single loop, an imposing task before this introduction.
(See Reference 1.)

Fig 4—The concept of using a super-DDS directly as a frequency synthesizer in an
up-converting HF radio. This approach can be implemented today; however, it is
impractical in commercial or ham radios because of cost. See text.

have been developed using super-con-
ducting techniques based on niobium.

DDS synthesizers with that kind of
performance operate under full cryo-
genic control. Their temperature is
kept at 4 kelvins. Usable bandwidths
greater than 2 GHz have been proven
practical, using references as high as
10 GHz. A super-conducting DDS of
this caliber has been recently devel-
oped by TRW (References 4 and 5).
TRW claims that it outperforms other
developments in DDS technology
using GaAs or SiGe techniques.

Other, even more exotic efforts in
DDS technology are taking place us-
ing delta-sigma modulators imple-
mented in indium-phosphide technol-
ogy (a technology with ft >300 GHz).
Those DDSs are now commonplace in
agile radars, high-probability-of-in-
tercept ultra-wide-band receivers and
electronic-countermeasures systems.
While these devices could also be used
in HF ham radios, they can cost sev-
eral hundreds of dollars, or even thou-
sands of dollars per device even in
large quantities, making the idea of
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using them in such radios impractical.

Low-Cost DDS Technology
We have seen how DDS technology

has come a long way since the 1980s—
and even during the 1990s. New, low-
cost DDS devices that can generate pre-
cision waveforms above 10 MHz (higher
frequency implies less performance)
using reference frequencies of up to
120 MHz are commonplace today. They
are being used in DDS-driven PLLs by
most ham radios on the market. As
such, the AD-9850 has proven to be the
workhorse of the low-cost DDSs and is
at the heart of many DDS-driven PLL
systems. While we wait for low-
cost DDS chips with outputs above
100 MHz, there are ways to eliminate
PLLs and still maintain performance
similar to that of DDS-driven PLLs.

Practical DDS-Only LOs
As previously mentioned, we would

like to use existing low-cost DDS tech-
nology directly and without PLLs in
typical up-converting HF radios with a
first IF around 75 MHz. As we have
seen, such a DDS would need to operate
at much higher reference frequencies
than do currently available low-cost
parts, in order to provide the required
performance. So, how could we use ex-
isting low-cost devices as DDS-only
LOs without those demanding refer-
ence-frequency requirements?

Let’s analyze a no-PLL LO applica-
tion using existing DDS technology,
such as the AD-9850. Unlike the DDS-
driven PLL, we’ll take the brute-force
multiplier method from Fig 1. This is
shown in Fig 5. In this approach, a stan-
dard low-cost DDS can produce a high-
resolution frequency range of  7.7 MHz
to 10.5 MHz in very fine steps. The step
resolution is 10 times finer than the
final resolution required (that is, 1 Hz
for 10-Hz ultimate resolution). This is
not a problem for our DDS, which is
inherently a good fractional-N, high-
resolution RF source.

The output of the DDS is then condi-
tioned and amplified according to
standard RF techniques, and finally
multiplied by 10—first by 5, then by 2.
This output is then filtered and ampli-
fied again to serve as the high-resolu-
tion 77 to 105 MHz LO for our modern
transceiver.

Notice that the brute-force nature of
this synthesizer makes it a very attrac-
tive solution from a cost point of view;
however, there is a price to be paid for
this simplicity. Unlike a DDS-driven
PLL (which has a built-in loop filter
that eliminates various spurious and

Fig 5—DDS-multiplier techniques can be used efficiently to generate high-resolution LO
signals in up-converting transceivers. See text.

phase noise problems outside the PLL
bandwidth), a DDS-only multiplier
tends to propagate—and even enlarge
—spurious and phase-noise problems
produced by the DDS. To counter this
problem, it’s best to select a high-per-
formance DDS (more bits) and a refer-
ence oscillator of superior phase-noise
characteristics for the design.

I have implemented several DDS-
multiplier designs with good results
using the AD-9850 and various multi-
plying and conditioning techniques.
With reference frequencies above
80 MHz, the in-band spurious perfor-
mance of those designs has been pre-
dicted and measured at –70 dBc. In
one particular design, the spurious re-
sponse has been tamed to –85 dBc over
the 75 to 105 MHz range. This is more
than sufficient in most HF applica-
tions, considering that many typical
radios on the market today may ex-
hibit synthesizer spurious responses
between –40 dBc and –70 dBc. In addi-
tion, the phase-noise performance of
DDS-only synthesizers using multi-
plier techniques is virtually identical
to that obtained with an equivalent
multiplier DDS-driven PLL approach
if care is exercised in design. The
multiplier-type DDS-only synthesizer
should become more popular in ham
radios in the future because of its sim-
plicity and low cost.

DDS-Based Design Review
We have seen how the DDS can pro-

duce high-resolution LOs for HF
equipment. Fig 6 compares DDS-
based synthesizers that could be
used in up-coverting HF radios with
75 MHz first IFs. Let’s review the at-

tributes of those solutions.
The DDS-driven PLL design at Fig

6A is economical because it works di-
rectly at the LO range (77 to 105 MHz).
Such implementations are popular in
today’s radios. Phase-noise perfor-
mance in this design is generally ad-
equate (–100 to –110 dBc/Hz at 1 kHz
separation). This despite the fact that
designers no longer use multiple, swit-
chable VCOs in PLLs, an old tech-
nique of using several high-Q ranges
in order to meet a tight phase-noise
performance specification (References
3 and 6). A single wide-band VCO is
commonly used today in these synthe-
sizers to reduce cost.

The DDS-driven PLL at B operates
at 10 times the required frequency
range, or 770-1050 MHz. This takes
advantage of the reduction in percent-
age bandwidth of a single VCO used
over a higher frequency set. The idea
here is to obtain even better phase-
noise performance than at Fig 6A by
digitally dividing by 10 to obtain the
required 77 to 105 MHz LO. A good
consequence is that this division im-
proves the phase-noise performance of
the output by 20 dB.6 Although the
superiority of the design at Fig 6B was
initially disputed, experience shows a
6-dB phase-noise improvement—over
that of the design at Fig 6A—with this
design. We will discuss this implemen-
tation in more detail in Part 2 of this
series.

The design at Fig 6C shows the
use of a super-DDS directly as a 77 to
105 MHz LO. Although feasible with
today’s DDS technology, such a DDS
would require a reference frequency of
840 MHz to maintain good spurious
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performance, making this technology
expensive and impractical in our ap-
plications.

One last way of producing a 77 to
105 MHz LO using a DDS is shown at
Fig 6D. It uses a low-cost DDS from
above, as equipped with a master
reference unit (MRU) of superior
phase-noise performance. The output
is multiplied directly by 10 using com-
mon brute-force-multiplier tech-
niques from Fig 1. This has the advan-
tage of eliminating the need for a PLL
from the previous DDS-Driven PLL,
reducing the complexity and cost as-
sociated with it. However, while the
phase-noise performance of such a
synthesizer would be comparable with
the other types, its spurious perfor-
mance will be inferior to that of the
DDS-Driven PLL. As previously dis-
cussed, the later offers dampening of
the spurious response by the usually
tight loop filter included in the PLL.

Phase-Noise Requirements
of DDS LOs

Let’s now look at the phase-noise
requirements for a DDS LO. Receiver
analysis shows that for a high-dynamic-
range HF receiver, a phase-noise per-
formance of –90 dBc/Hz to–100 dBc/Hz
at 1 kHz would be sufficient to ensure a
reasonably “quiet” receiver (see Fig 7).
In this context, a quiet receiver is de-
fined as a receiver that receives a
single-tone signal at a reasonable MDS
level, consistent with HF receiver noise
figure (NF). In other words, the receiver
is reasonably quiet when there are no
other signals to produce intermodu-
lation distortion in our receiver.7

Consequently, the –90 dBc number

Fig 6—Comparing several ways of implementing wide-band, high-resolution frequency
synthesizers for up-converting HF radios with first IF at 75 MHz: (A) DDS-driven PLL with
output directly at the LO range of 75-105 MHz. (B) A DDS-driven PLL operating at 10 times
the required range (750-1050 MHz). Dividing the output by 10 can improve the performance
(see text). (C) The ideal case for providing LOs at 75-105 MHz requires a DDS with a high
reference frequency of 840 MHz. Although technology exists today to produce such a
synthesizer, the implementation is not yet economically feasible for ham equipment. (D)
An alternative synthesizer solution uses frequency multiplication of a good, low-frequency
reference to obtain comparable LO performance at 75-105 MHz (see text).

Fig 7—The synthesizer performance at (A) is from a top-of-the-line transceiver of the past. The synthesizer at (B) is from one of today’s
low-cost transceivers using a DDS-driven PLL.

from above is not really the synth-
esizer’s phase-noise requirement, but
rather the first mixer’s output perfor-
mance obtained by computing the en-
tire front-end behavior for the system,
operating under ideal linear condi-
tions (no competing signals). The

problem is much more complex with
multiple signals, though. To account
for intermodulation distortion and re-
ciprocal mixing in the front end of our
radio, an improved phase-noise mar-
gin is required of the synthesizer un-
der severe operating conditions. To
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build up this margin, it is customary
to add at least 10 dB to the above
phase-noise number in order to figure
out the synthesizer’s phase-noise re-
quirement for third-order intercept
(IP3) spurious-free dynamic ranges
(SFDR) in excess of 100 dB.

This translates into a phase-noise
requirement of better than –110 dBc/Hz
at a 1-kHz offset for a 77 to 105 MHz
high-resolution synthesizer. Anything
more than –110 dBc (if it can be done)
helps, but only to a point, since the
noise figure of the receiver ultimately

Fig 8—Phase-noise performance of a state-of-the-art 100-MHz
crystal oscillator used as the reference clock in a high-performance
DDS-driven PLL. The ultimate phase-noise performance of the
synthesizer is affected by the master reference’s phase-noise
performance, but is limited by the DDS digital noise floor (typically
–135 dBc). Graphic courtesy of Techtrol Cyclonetics.

Fig 9—Best-case in-band spurious performance (actual) for an
AD-9850 DDS using a reference at least eight times higher (84
MHz) than the highest output frequency. The DDS output
frequency range is 7.7-10.5 MHz. Better spurious performance
can be obtained with extreme care.

prevails. By this, I mean that in a DDS,
the phase-noise figure is affected by the
actual noise floor of the digital part it-
self, which is usually around –135 dBc
in a commercial part such as the
AD-9850.

Although phase-noise performance of
–110 dBc/Hz at 1 kHz is a very demand-
ing requirement in a 75 to 105 MHz
synthesizer with steps of 1 or 10 Hz,
such performance is typical of DDS-
driven PLL synthesizers today. A high-
resolution, wide-bandwidth DDS-
driven PLL can achieve –120 dBc/Hz at

1 kHz . To achieve such a design, supe-
rior phase-noise performance is re-
quired of the DDS reference oscillator,
the master reference unit (MRU), as
shown in Fig 8.

Spurious Performance
in DDS LOs

The above discussion demonstrates
clearly that while the phase-noise per-
formance of today’s synthesizers has
been improved by using DDS technol-
ogy, the nonharmonic and harmonic
spurious performance has been lim-

Fig 11—Obtaining good spurious performance from a DDS
operating directly at frequencies compatible with up-converting
HF radio LO requirements dictates reference frequencies above
800 MHz to produce a clean 77-105 MHz output. Using lower
reference frequencies can cause alias frequencies that can fold
back into the desired band of interest, degrading spurious
performance (fold page along vertical axis to see in-band alias).

Fig 10—A simple Excel application determines phase-noise
performance and reference oscillator frequency for a super-DDS
that generates direct LO frequencies of 77-105 MHz in an HF
transceiver. An 840-MHz reference is needed to minimize spurious
products.
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ited by the DDS technology itself. As
discussed, this depends on many fac-
tors, particularly on the reference fre-
quency choice as related to the output
frequency.

In addition, spurious problems in
DDS are created through several other
mechanisms. First, intermodulation
distortion is created just as in a mixer
through various combinations of prod-
ucts of output-signal harmonics. These
can be predicted largely using tools in-
tended for predicting mixer products.
Second, additional intermodulation
products can be caused by mixing of the
output and its harmonics with the clock
itself. These spurious products can be
predicted with less accuracy. Third, the
glitch energy created by switching
digital outputs in a stair-case like man-
ner in D/As can cause unpredicted
spikes that can only be cured through
diligent work.

Best spurious performance of
–70 dBc is expected of today’s low-cost
DDS technology as shown in Fig 9.
This implies a good DDS reference
clock choice as shown in Fig 8. With
extreme care in design and layout,
better than –90 dB spurious rejection
can be achieved in a DDS-driven PLL
synthesizer. This extraordinary per-
formance is possible primarily be-
cause of a tight loop-filter realization
in the PLL, which plays the role of re-
moving unwanted spurious responses.
This is also possible by observing care-
ful power-supply isolation and using
good power-line filtering, as enhanced
by applying careful grounding tech-
niques.

We have seen that the theoretical
phase noise performance of a DDS out-
put is proportional to the phase-noise
performance of its reference oscillator
and limited by the DDS’s division num-
ber and by the noise floor of the DDS
itself. We have also seen that the spu-
rious performance of a DDS is deter-
mined by several other factors, includ-
ing a strategically calculated reference
frequency choice. (See Fig 10.) Al-
though a super-DDS that accepts an
840-MHz reference frequency can be
purchased commercially today, it is not
within the reach of amateurs, or even
equipment manufacturers. On the
other hand, low-cost equivalents are
now on the drawing board, and they
should be available in the near future.

The above exercise clearly shows why
the super-DDS cannot yet be used
economically in an up-converting HF
radio: It is a matter of cost versus per-
formance. Ignoring the requirement for
a high reference frequency can produce

alias frequencies that can fold back into
the desired spectrum, spoiling the spu-
rious response of the synthesizer, as
shown in Fig 11. High Nyquist rates can
be obtained only with higher reference
frequencies. That requires a much more
expensive technology to be used in the
DDS, making it prohibitive for ham ap-
plications.

Summary
The above discussion shows that the

DDS-driven PLL remains a valuable
LO solution, and the DDS used directly
as an LO remains an expensive solu-
tion, at least for the time being. None-
theless, the DDS-multiplier could be a
more-economical solution because of its
easier implementation (no tweaking in
manufacturing required), even at the
cost of reduced spurious performance.

Part 2 of this article will present the
actual implementation of a microwave
DDS-driven PLL, previously shown as
Fig 6B.

Notes
1An exception to this rule is in second- or

third-conversion LOs, which are low
enough in frequency to be implemented
directly with DDS technology.

2Harmonic mixers are special mixers that
embed multipliers in their construction.
They are optimized for specific frequency
plans.

3An octave is the frequency span between a
fundamental frequency and its first har-
monic.

4Initial publication of the DDS-driven-PLL
concept is noted by Rockwell Collins in Ref-
erence 14, p 350 (1987). Actual implemen-
tation of the DDS-driven PLL was published
by the author while at Honeywell in 1988 at
RF-Expo (Reference 1). Additional work
was later reported by others. The author
has been developing practical high perfor-
mance DDS-driven PLLs since 1981.

5This is because the Nyquist rate imposes a
reference frequency of at least twice the
highest output frequency.

6An improvement of 20 dB—20 log (10)—is
realized by dividing the frequency by 10.
However, the improvement is limited by
the noise floor of the dividers used. Digital
dividers, in general, have a noise floor
limitation of –135 dBc.

7This analysis considers the phase noise
caused by the first LO at the output of the
first mixer as it mixes with the MDS for a
given SNR, and the first-IF bandwidth of
say, 10 kHz (the roofing filter). These
numbers are derived from computing the
close-in noise spreading signal outside
the bandwidth as well as the broadband
LO noise convoluting with the receiver
thermal noise, thereby raising the noise
floor at the mixer’s output.
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Build this voltmeter—it measures voltages from 100 mV
to 300 V, from 30 MHz down to audio, on chassis or in
coax, accurate to ±0.5 dB, with built-in meter or with

your DVM. It’s portable, simple and inexpensive.

By Sid Cooper, K2QHE

5 Belaire Dr
Roseland, NJ 07068-1220

A Compensated,
Modular RF Voltmeter

This project was started to re-
place a reconditioned commer-
cial RF voltmeter that required

calibration every six months. It was
quite accurate when it was in calibra-
tion, but was expensive to recalibrate.
The idea then was to build a stable,
solid-state RF voltmeter in less than
six months so that the commercial one
could then calibrate the homebrew
unit, but—it has long been known
what happens to your best-laid plans.

The requirements for my RF voltme-
ter (RFVM, Fig 1) are many:
• Provide accurate, stable measure-

ments
• Measure voltage at frequencies from

audio through HF

• Measure voltage levels from QRP to
QRO

• Measure voltages inside equipment
or in coax

• Operate portably or from ac lines
• Be flexible: work with digital volt-

meters already in the shack, or in-
dependently

• Be inexpensive
This last goal is an old fashioned

idea; most equipment today is not in
that category.

Design Approach
To achieve stability, the RFVM uses

op amps and any drift in the probe’s
diode detector is compensated by a
matched diode in the RF op amp. This
stretches the sensitivity to QRP lev-
els. The dynamic range extends lin-
early from 0.1 V to 300 V (RMS) by

using a series of compensated voltage
multipliers.

The frequency response was flat-
tened by using Schottky diodes, which
easily reach from 60 Hz to 30 MHz.
Both the basic probe and the multipli-
ers very simply adapt to function as a
probe, clip to various measurement
points on chassis or to screw onto UHF
connectors. The active devices are only
two op amps. They draw 800 µA of
resting current and a maximum of
4.0 mA during operation from a 9-V
battery, which is disconnected when a
9-V wall unit is plugged into a jack on
the back panel. As designed, the
RFVM has a small sloping panel cabi-
net with a microammeter display. A
pair of front-panel banana OUTPUT
jacks can be used with a DVM; this
eliminates one op amp, the meter and
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a multiposition switch. Since the
meter and switch are the most expen-
sive parts (when they are not bought
at a hamfest), how low-cost can this RF
voltmeter get?

The Probe
The low-voltage probe is a detector

circuit that uses a Schottky diode and
a high-impedance filter circuit (Fig 2).
The diode is matched with the one in
the feedback circuit of the CA3160
shown in Fig 20. This match reduces
the diode’s threshold voltage from
about 0.34 V to less than 0.1 V, making
the voltage drop comparable to that of
a germanium diode. Since I think 0.1 V
adequately covers QRP requirements,
I made no further tests with germa-
nium diodes to determine how much
lower in voltage we could go.1

Use the low voltage probe and the
output of the CA3160 in the meter unit
(Fig 20) to find a matched diode pair.
Build the CA3160 circuit first for this
purpose. Select a diode and place it in
the feedback loop of the CA3160, then
test each of the remaining diodes in
the probe with the three pots set about
midrange. Test each diode, first at
probe inputs of 100 mV, then at 3.00
V, at 400 Hz. Record the dc output
from the CA3160, using the OUTPUT
terminals. A bag of 20 diodes from
Mouser Electronics2 contained seven
matched pairs, with identical read-
ings at both low and high voltages. My
tests used the ac scale (good to 500 Hz)
of a Heath 2372 DVM to read the input
voltage, and its dc scale to read the
output. The number of matched pairs
is surprising, but the diodes in the bag
may all be from the same production
run.

1Notes appear on page 34.

Fig 1—The RF voltmeter with meter unit, RF probe and voltage multipliers.

Fig 2—A
schematic
diagram of the
RF probe.

Fig 3—RF probe construction showing the grabber clip (RS 270-334), pin tip (Mouser 534-1600), lug (Mouser 571-34120, for #14-#16
wire and a #6 stud), alligator clip (RS 270-1545), plug cap (Mouser 534-7604), grommet (Mouser 5167-208) and four-inch ground lead
made from shield of RG-174.



28   Mar/Apr 2001

RF Probe Assembly
After selecting matched diodes, all

components of the RF probe are
mounted on a piece of perf board that
is inserted in an aluminum tube
(Fig 3). Since the circuit board is very
light, it is supported on each end only
by its input and output wires. The in-
put RF wire is soldered to the center
pin of the SO-239 connector. The two
dc-output wires are held to the board
by a small tie wrap, consisting of a
piece of the #26 insulated wire, after
having been passed through the plug
cap and grommet. Cut a slit in the alu-
minum tube, perpendicular to its end.
Make it at least 1/8-inch long and
1/32-inch wide to allow a bare #26
ground wire to pass through it.

Let’s look at how the probe is as-
sembled. The aluminum tube just fits
around the back end of the SO-239
connector. When the four #6-32
screws, nuts and washers are installed
in the four holes of the SO-239 connec-
tor, the flat face of the nut bears down
strongly on the aluminum tube and
rigidly holds it in place. Most standard
SO-239 connector holes easily accept
#6-32 screws; if yours do not, enlarge
them with a #27 bit. The slit cut in the
aluminum tube allows the bare
ground wire from the perf board to
pass from inside the tube to the out-
side and around the screw that secures
the ground lead of the probe. As can be
seen in Fig 3, the threaded part of the
SO-239 connector faces away from the
aluminum tube.

Fig 4—A photo of the grabber clip, pin tip
and RF probe.

Fig 5—The RF probe with the pin tip and
grabber clip in place. The pin tip is not
visible, but it provides the physical bridge
and electrical connection between the clip
and SO-239 of the RF probe.

Fig 6—Amplitude linearity of the RF probe alone and in
combination with the RF voltmeter.

Fig 7—A frequency-response plot for the RF voltmeter. The
response of the probe determines the overall system response.

itous discovery while rummaging
through a very ancient junk box. Fur-
ther, to make measurements with the
probe clipped to a part or test point on
a PC board or chassis, a clip or grabber
can be mated to the pin tip that pro-
trudes from the SO-239. This is shown
in Figs 3 and 4. This was another lucky
strike. All this may have been known
to people in the connector industry,
but it appears not to have been known
or used elsewhere. Fig 5 shows the
grabber connected to the RF probe
using the pin tip to join the two.

Probe Measurements
The probe can accept RF signals up

to 20 V (RMS) when there is no dc volt-
age or a combination of dc voltage and
peak ac of about 28 V without exceed-
ing the reverse-voltage rating of the
diode. I made linearity measurements
of the RF probe from 100 mV to 8.0 V
at 400 Hz. (The range was limited by
my available signal generator.) Fig 6
is a plot of the error at the probe out-
put versus the input amplitude. This
was measured using a digital voltme-
ter with a 10-MΩ input resistance.
This input resistance and the 4.1-MΩ
resistor in the probe converts the peak
voltage of a sine wave signal to the
RMS reading of the DVM. The error is
–44% at 100 mV, then 10% (0.9 dB) at
1.0 V and finally 2.9% at 8.0 V. The RF
probe and DVM are obviously in-
tended for higher voltage readings
where the diode voltage drop doesn’t
affect the accuracy significantly.

This probe allows easy voltage mea-
surements in a coaxial cable when the
probe SO-239 is secured to a mating T
connector. To make a probe reading at
any point on a chassis or PC board
with this connector, simply insert the
larger end of a nicely mating pin tip
into the SO-239. The pin tip’s diam-
eter is 0.08 inches at the small end
and—fittingly—0.14 inches at the
mating end. I made this purely fortu-
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The frequency response of the probe
was measured at the midpoint of each
ham band from 1.9 to 30 MHz with
650 mV input (see Fig 7). This time,
because the input voltage was low and
the absolute error would have been
high, the probe was connected to the
meter unit, which will be described
later. The compensating diode loop of
the meter unit reduces the error that
would otherwise be read by the DVM
from 90 mV (14%) to 4 mV (0.6%). The
frequency response, however, is con-
trolled by the probe. Use of the meter
unit—which operates entirely on the
dc signal—does not affect the fre-
quency response, but it does improve
the sensitivity of the readings. The
measured response shown goes from
–3.6% (–0.32 dB) to +1.2% (+0.1 dB).

Multipliers
To extend the voltage range of the RF

probe, use a 10× multiplier, which is a
compensated divider, shown in Fig 8.
The electrical design is straightforward
and includes a small trimmer capacitor
to adjust for a flat frequency response.
These components are very light-
weight, so they require no perf board
and are easily supported by their leads,
which are anchored at the two SO-239
connectors. To make measurements,
the input connector can be mated to
connectors in a coaxial cable, a pin tip
can be inserted for probing PC boards
or a grabber can be added for connec-
tions to components on a chassis. The
multiplier can connect to the RF probe
either through a male-to-male UHF fit-
ting or by a piece of coax with a UHF
male connector at each end.

The typical way to adjust the trim-
mer requires a square-wave input and

Fig 8—A schematic of
the 10× multiplier. The
trimmer capacitor is
from Ocean State
Electronics (see Note
10).

Fig 9—Construction
of the 10× multiplier.
The phenolic tube is
US Plastics #47081,
see Note 3. The lug is
Mouser 571-34120.

Fig 10—A view showing the 10× multiplier
with grabber, pin tip and a male UHF
coupler that connects the multiplier to the
RF probe.

Fig 11—The complete RF probe and 10×
multiplier assembly.

Fig 12—The RF
probe and multiplier
can be separated by
a piece of coax less
that 12 inches long if
it makes
measurements more
convenient.

Fig 13—Schematic of
the 100× multiplier
(maximum allowable
input is 150 V RMS).
The trimmer capacitor
is from Ocean State
Electronics (see
Note 10).
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Fig 17—2× multiplier
assembly showing
the phenolic tube (US
Plastics #47081, see
Note 3). The lug is 16-
14 #6 stud (Mouser
571-34120).

Fig 14—100× multiplier
assembly showing the
round Nylon spacer
(Mouser 561-TSP10),
phenolic tube (US
Plastics #47081, see
Note 3). The lug is
Mouser 571-34120.

Fig 15—The assembled 100× multiplier.

Fig 16—A schematic
diagram of the 2×
multiplier. Its output
connects to the input of
the 100× multiplier for
200× measurements up
to 300 V RMS. This
multiplier is used only
with the 100× multiplier.

an oscilloscope on the output. The
trimmer is then set to produce a flat
square-wave output with no over-
shoots on the leading edges and no
droop across the top. An RF signal gen-
erator that covers 1.9 MHz to 30 MHz
can be used instead, if a square wave
generator is not available. Since this
is a 10× multiplier, it is reasonable to
expect the input to handle up to 200 V

that in the RF probe with #6-32 screws
to hold it all together, but the fre-
quency response began to drop off at
21 MHz. By replacing the aluminum
tube with a phenolic tube3 having the
same dimensions, the response is ad-
equate to 30 MHz.

Fig 9 shows construction methods.
Two slits at the ends of the tube allow
the ground wires at the input and out-
put ends to exit and wrap around the
screws of each connector. A hole in the
phenolic tube allows adjustment of the
trimmer capacitor.

Fig 10 shows the exploded view of the
pin tip and grabbers at the input end of
the multiplier and a UHF male-to-male
connector on the output side to mate
with the RF probe. The assembled
multiplier and probe are shown in
Fig 11. The whole assembly is only
31/2 inches long and is comfortable in
the hand. If more flexibility is desired,
the two pieces may be separated by as
much as one foot of coax (Fig 12) with-
out doing too much damage to the accu-
racy of the measurement.

The 100× multiplier follows the
same design concepts as the 10× mul-
tiplier including the obligatory trim-
mer capacitor, as in Fig 13. Here too,
the 225 V dc rating of the trimmer lim-
its the maximum RF to 150 V RMS. So,
this is not useful should it be used only
with the probe and your DVM because
the 10× multiplier already covers this
range. Later, we will see how it is use-
ful with the RF probe and the meter
unit.

The 100× unit also uses a phenolic-
tube housing with a hole to adjust the
trimmer and a slit at each end to bring
out the ground wires, which then wrap
around screws in the connectors. In
order to reach at least 30 MHz, how-
ever, the two-inch steel screws be-
tween the two SO-239 connectors must
be insulated. Using plastic washers at
the connector holes could do this job
but would have required #4-40×2-inch-
long screws. After a long search at the
biggest hardware stores and catalogs,

(RMS), but the limit is 150 V because
the trimmer capacitor is rated at 225 V
dc. You may be able to find small trim-
mers with higher voltage ratings that
will take the multiplier to 200 V and
still fit inside the tube housing.

Multiplier construction follows the
same methods used for the RF probe
but with a few differences. My first
model used an aluminum tube like
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I found nothing longer than 11/2 inches.
That’s the best way to assemble this
multiplier, if you can find the screws.
Otherwise, use nylon spacers and
shorter screws as shown in Figs 14 and
15. The pin tip and grabber at the in-
put and UHF male-to-male connector
or coaxial cable at the output are used
as with the 10× multiplier.

The only purpose of the 2× multiplier
is to create a 200× multiplier when
used with the 100× multiplier in series,
so as to extend the voltage range from
150 V to 300 V (1800 W at 50 Ω only
under matched conditions4). The trim-
mer in each multiplier now divides in
half the input voltage. Fig 16 shows the
2× multiplier with only one RC section
since it relies on the RC sections in the
100× multiplier to complete the divi-
sion (multiplication).

The construction, Fig 17, returns to
the tubular format as before, but this
time there are no slots to pass the
ground wires; the four screws are able
to do the job. The two multipliers are
shown in series in Fig 18.

The input capacitance for each mul-
tiplier is shown in Table 1.

When measurements are made on a
load resistance of 50 Ω, the input capac-
ity of the multipliers has no affect on
readings below 30 MHz. When the im-
pedance of the load resistance is larger,
consider any error it introduces. To get
a sense of the affects of the load resis-
tance, use the equation below. It shows
the relationship between the resis-
tance, capacitance and frequency when
the measured voltage is 3 dB down from
what it would be if it were read by a
meter with no input capacity:

    
f

R C
= 1

2 L pπ (Eq 1)

where
RL=load resistance
Cp=probe capacitance

For example, at a load of 1 kΩ and a
probe capacity of 13.3 pF, the 3 dB down
frequency is about 12 MHz, where the
error is 30%. If an attenuator were used
instead of the multiplier, it would not
have this problem because it works
with either a fixed 50-Ω load at high fre-
quencies or a 600-Ω at low frequencies.
Probes cannot select their frequency or
load impedance and are thereby more
flexible in use, so measurements must

Table 2—Multiplier versus Voltage Range

Probe Configuration Range (V) Maximum Voltage

Probe Alone* 1.0-20 V ac 20 V ac
With 10× Multiplier* 10-150 V ac 225 V (ac + dc)
With 100× and 2× Multiplier† 150-200 V ac 450 V (ac + dc)
With 100× and 2× Multiplier†† 200-300 V ac 450 V (ac + dc)
*error less than –10% or –0.83 dB
†with error of –45% to –10% or less than 3.2 dB. A trimmer capacitor with a rating of 300 V

dc increases the 10× range to 200 V ac and reduces the error from 45% to 10%. The RF
probe and meter unit reduces the error to less than –3.5% or less than –0.3 dB.

††with error less than –6% or –0.54 dB

Table 1—Multiplier Range versus
Capacitance

Multiplier 10× 100× 200×
Input Cap (pF) 13.3 10.9 13.5

be made with consideration, but these
multipliers would not have a problem
at 50 Ω or 600 Ω either.

Table 2 summarizes the voltage
ranges using only the multiplier with
the RF probe and a DVM that has a
10-MΩ input resistance that’s avail-
able in the shack.

The multipliers are intended for use
at high voltages where safety precau-
tions are a primary consideration to
avoid personal injury. The ARRL Hand-
book has an entire chapter devoted to
safety, for good reason. In Tektronix’
ABC’s of Probes,5 an entire section thor-
oughly covers the hazards and neces-
sary precautions when making mea-
surements with probes. It is worth the
little effort to get a copy of it and also
the Pomona Catalog,6 which has some
good information on probe use.

The multipliers have panel connec-
tors at both ends and the RF probe has
one at one end. Their grounds are con-
nected and brought to the meter unit.
This unit is grounded only when the ac-
powered 9-V power supply that may be
used with it, is grounded. When it is
battery operated, the meter unit relies
on the ground-clip connection to the
ground of the equipment under test.
This is satisfactory if there is no un-
known break in the chain of ground
connections that would make the panel
connector hot. Furthermore, as insur-
ance, it is well to wrap these connectors
with vinyl tape or to cover the multi-
plier with a plastic boot to prevent con-
tact with either hands or equipment
under test. This is not shown in any
photographs because it would have

obscured the appearance and construc-
tion of the probe and multipliers.

The frequency responses of the mul-
tipliers were determined using an RF
signal generator set at the midpoint of
each ham band from 160 to 10 meters,
including 30 MHz. An error of 5.42%
(0.46 dB) was measured from 160 to 17
meters, which then decreased to 4.13%
(0.35 dB) at 15 meters and then to zero
through 30 MHz. The constant error
from 160 to 17 meters is probably due
to the inherent errors in the test
equipment. The oscilloscope has a
60 MHz bandwidth, an input imped-
ance of 1 MΩ and 30 pF, which intro-
duces a load effect on the multiplier
outputs. It also has a reading accuracy
of ±3%. When the multiplier-compo-
nents accuracy of 1% is included, it is
not surprising to find the overall inac-
curacy to be at most 5.42%.7 The error
of the multiplier itself could be inher-
ently less than this. Before the overall
frequency response was measured, the
trimmer capacitor was adjusted with
the input frequency set mid-frequency
at 15 MHz. If your interest in RF
probes and multipliers has been
raised and you have more questions,
see the references in Notes 5 and 6.

The Meter Unit
The meter unit serves several pur-

poses when used with the RF probe. It
increases the accuracy of the probe
and DVM from –45% to –3.5% at a
voltage of 100 mV RF. At higher volt-
ages, it maintains a minimum advan-
tage of 5:1 in reducing the error, when
the probe is used with a DVM. This is
an increase in both sensitivity and
accuracy. The usual non-linearity
caused by the diode in the probe is
reduced when used with the meter
unit. The technique also incidentally
provides temperature compensation
for diode drift. The meter unit has a
±5% panel meter to display measure-
ments, but it also contains a pair of
OUTPUT terminals for a DVM. Add a
DVM when more accuracy is desired

Fig 18—The 2× and 100× multipliers are
joined by a male UHF coupler for readings
up to 300 V (RMS, 1800 W, see Note 4).
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at the low end of the range or when you
want a bit more resolution. Finally,
since the meter unit is fully portable,
low-level field-strength measure-
ments are possible with a whip an-
tenna at the probe input connector.
Due to its sensitivity and accuracy, the
probe can be adapted for use in many
places around the shack.

The non-linear response of the probe
diode is compensated (improved) by a
circuit in the meter unit. The feedback
loop of a CA3160 op amp contains a
diode matched to the one in the probe
(see Note 1). Fig 19 and its sequence of
equations present a very simple
sketch of how matched diodes do this
when dc is applied through a diode.
The final equation shows that any dif-
ference between the op amp input and
output is due to a difference in voltage
drops across the two diodes. When the
diodes are matched, the error disap-
pears. When RF is applied, the aver-
age currents through the diodes must
be equal to keep the voltage drops

Fig 19—Basics of the diode-compensation method to improve measurement accuracy at
low input voltages. It also provides a measure of temperature compensation and drift
reduction. See Fig 6.

e e e

e e e

e e e e e e e

e
e

e e e e

s d p

o d n

i p n s d o d

i
o

s o d d

G

–

–

–

1

2

1 2

1 2

0

=

=
= − = − − +

= ≈

= −

es 
represents the input of the RF probe as a dc signal.

eo represents the output from the high-gain CA3160 op amp.
ed1 is the voltage drop across the diode in the RF probe.
ed2 the voltage drop across the diode in the feedback loop.
G = 320,000 for the CA3160
The last equation shows that any difference between the signal and output results from
unequal diode drops when the diodes are not matched.

Fig 20—Schematic of the RF voltmeter. The DVM adds resolution to the panel-meter reading. When the panel meter reads full scale
with S1 in the B+ position, the battery is at 9 V.

S1—2P5T non-shorting rotary switch, one-
inch diameter.
A one-lug tie strip is mounted on the
negative-terminal screw of the meter to
provide a mounting point for the meter
resistors.

The following resistors are all carbon-
composition or metal-film components
(1/4 W, ±1%): 1.6 k, 3.6 k, 16 k, 56 k.
The three pots are cermet 12-turn
components adjustable from the top.
The input connector for the RF probe and
the output connector for the optional DVM

are double banana connectors.
The resistors, capacitors, ICs diodes and
pots are mounted on RadioShack
multipurpose PC board #276-150. The
meter, two banana plugs and switch are
mounted on the front of the case, the
phone jack on the back.

equal. Articles by Kuzdrall (Note 1)
Grebenkemper8 and Lewallen9 are
first-class descriptions of the prin-
ciples used in this RF voltmeter.

Fig 20 shows three pots for calibrat-
ing the meter unit. This should be
performed at 400 Hz to avoid any ef-
fects due to RF. The 100-kΩ pot is typi-
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cally used to null the offset of the
CA3160, but is used here to initially
set the offset to about 0.5 mV to 1.0 mV
with no input. Then the 1-MΩ pot sets
the output to 100 mV with no input,
and the 10 kΩ pot sets the output to
3.0 V when the input is 3.0 V. Finally,
the three pots are alternately adjusted
until the 100 mV and 3.0 V set points
occur together. The 100-kΩ pot is help-
ful in fine tuning the 100-mV point. A
DVM was used at the optional OUTPUT
sockets during calibration.

A CA3160 was selected for the input
op amp because of its high input im-
pedance of 1.5 TΩ and high gain of
320,000. Although it has diodes that
provide protection, I think it could be
sensitive to electrostatic discharge, so
handle it carefully. Use IC sockets to
permit easy replacement of the ICs in
case of damage. An LM358N IC follows
the CA3160 (see Fig 20), primarily to
drive the panel meter. If you use a
DVM as the display, you can omit the
LM358N circuit, meter and multi-po-
sition switch. The only functions lost
are the battery-voltage check and
power on/off switch. Add a on/off
switch to the circuit when the multi-
position switch is omitted. The
CA3160 op amp circuit easily spans
the range from 100 mV to 3.0 V with-
out the need for a range switch.

Construction
A 5×5×41/2-inch sloping-front instru-

Fig 23—The meter unit with RF probes and a DVM connected to the OUTPUT jacks.

Fig 21(above)—The assembled meter unit.
Fig 22(right)—Inside view of the meter unit. RG-174 connects the
INPUT and OUTPUT banana binding posts to the circuit board. The
rotary switch, one-lug tie strip and battery are also visible.

ment case was used to house the com-
ponents of the meter unit (see Fig 21).
The meter on the front panel has a
2×2-inch face and requires a 11/2-inch
hole in the panel. Although a 50-µA
meter from the junk box is used here,
a 1-mA movement will work as well,
provided the series resistors are
changed accordingly.

The rotary switch has two poles and
five positions for changing the meter
range, testing the battery condition
and switching the power off. Two sets
of double banana binding posts are
used, the INPUT pair accepts the dc sig-
nal from the RF probe. The OUTPUT
pair provides a voltage for a DVM dis-

play, whether the panel meter is used
or not. On the rear of the case, a min-
iature phone jack accepts 9-V power
from either a battery or a 9-V dc sup-
ply. The ICs and other parts are
mounted on a RadioShack multipur-
pose PC board that has very conve-
nient holes and traces. The board is
bolted to the back of the case via stand-
off insulators and wired to the front
panel components (see Fig 22). The
assembly of the meter unit, RF probe
and DVM are shown in Fig 23.

Acknowledgement
The original goal of the design was a

linear scale with an accuracy of 5%,
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from 100 mV to 3 V (RMS) for frequen-
cies from audio through HF. When I
discussed it with QEX Managing Edi-
tor Robert Schetgen, KU7G, he
thought the utility of the meter could
be much improved if the voltage range
were increased. That set off a chain
reaction of improvements, beginning
with the compensated multipliers for
the RF probe input. The early probe
design had a pin at its input, however,
which does not easily connect to a di-
vider with an SO-239 connector at its
output. Part of the answer is a SO-239
panel connector at the probe input for
measurements in coaxial termina-
tions. This was a new voltmeter appli-
cation, but it seemed to defeat the
meter’s original purpose: trouble-
shooting on a chassis.

Rummaging through an ancient
parts box provided the link: a probe pin
tip with a shank that fits perfectly into
the female center pin of the SO-239
connectors on the probe and multipli-
ers. This pin tip is still available in cata-
logs, surprisingly, but as a standard pin
tip it also fits into available alligator
clips. This single pin is used for probing

or for adding alligator clips or probe
adapters to either the RF probe or mul-
tipliers. The tip can be removed any-
time and the SO-239 used for cable
measurements. Bob’s outstanding sug-
gestion was taken seriously. The result
is an inexpensive, wide-range, RF volt-
meter that should not require calibra-
tion every six months.
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catalog. ITT Pomona Electronics, 1500 E
Ninth St, Pomona, CA 91766-3835.
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Loops are popular antennas. Here’s a discussion of
four-sided loops. It considers their resistance, gain

and bandwidth as affected by their operating
frequency, shape and conductor losses.

By Dan Handelsman, N2DT

16 Attitash
Chappaqua, NY 10514
dannhat@cloud9.net

The Rectangle Family
of Antennas, Part 1:

The Not-So-Simple Rectangle

1Notes appear on page 45.

In this series of articles, we shall
study the rectangular loop an-
tenna and all the others that

derive from it. This first article will
concern itself with the behavior of the
simple rectangle, shown in Fig 1A. We
need to understand this basis before
we consider more-complex antennas
that use a rectangle as an element.
Among these are the asymmetrical
double rectangle (ADR), one variant of
which is the Hentenna (Fig 1B); the
symmetrical double rectangle (SDR,
Fig 1C); and the multiple-loops, para-
sitic rectangles and large multi-ele-
ment rectangular arrays.

The genre of rectangular antennas

includes not only closed loops, such as
the quad and the simple rectangle, but
also open loops such as the half-square
and bobtail that—on initial impres-
sion—don’t appear to be loops at all.
Vertically polarized rectangles have
been called “self-contained verticals”
(or SCVs) and have been extensively
investigated by L. B. Cebik, W4RNL.1
In this series, I intend to add to what
is known about these antennas and
their horizontally polarized kin.

Practically speaking, a rectangle
antenna can be thought of as encom-
passing two types of antenna. One is
horizontally polarized with relatively
thick conductors; it is useful from
30 meters up into the UHF range. The
other is vertically polarized with rela-

tively thin wires (Fig 1D); it is useful
as a gain antenna from 40-160 meters.

Why are there such differences that
render antennas of the same shape so
qualitatively different? Because, with
thicker wires—relative to wavelength
(λ)—on the higher frequencies the lim-
iting factors in antenna performance
are low radiation resistance and nar-
row SWR bandwidth (BW). On the low
bands with relatively thin wires, the
limiting factor is antenna loss, which,
at some dimensional point, offsets any
gain increase.

I propose to discuss the following:
1. The gain of a rectangular antenna

increases as you shorten its radia-
tors because of the compensatory
increase in the distance between
them; or, its shape affects the gain
of a rectangle.2

mailto:dannhat@cloud9.net
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2. The performance of the rectangle
can be derived from both field and
transmission-line theory.

3. Resistive loop losses, on the lower
HF bands, limit the gain of the an-
tenna. The antenna length at which
the gain reaches its maximum can
be determined from the formulas
found later in the text. This will be
useful in designing these antennas
for 40-160 meters, where the loop
perimeters are large and the wire
losses are a major factor affecting
their performance.

4. The loop perimeter is predictable.
Formulas later in the text enable de-
signers to determine the loop cir-
cumference of any rectangle if the
frequency and the wire diameter are
known.

Rectangles: An Overview
A rectangle is a four-sided loop that

can be fed at any of its sides. This so-
called full-wavelength loop can range in
shape from that of a folded dipole (FD),
where the radiators are almost 0.5 λ
long and are separated by a small frac-
tion of a wavelength, to a transmission
line, terminated at both ends, where
the radiators are isotropic hertzian
dipoles (see the “What is a Hertzian Di-
pole?” sidebar for an explanation of this
term–Ed) separated from each other by
0.5λ. Lying between these two extremes
is the square, with all sides equal in
length. The reasons for the existence
and popularity of such loop antennas
are their increased gain and an in-
creased radiation resistance relative to
simple dipole antennas.

The theoretical and unattainable
endpoint in gain of such an antenna is
the “limit rectangle” with hertzian
dipoles separated by 0.5λ. As we ap-
proach these limit dimensions in the
loss-less case, the radiation resistance
approaches 0 Ω, the current magni-
tudes approach infinity and the gain
approaches a figure slightly in excess
of 6 dBi. Since the major focus of this
article is on gain, we may note that
this limit rectangle can theoretically
deliver about 4 dB more gain than a
dipole and almost twice the gain of a
square loop. Our goal will be to see if
we can design antennas for any band
that come close to this limit while still
being easily fed and having useful
bandwidths.

It may seem that throwing a loop
together would be a simple exercise,
but many of us who have tried to con-
struct simple quads have found it fre-
quently turns out to be the opposite. It
is difficult to predict the circumfer-
ence of a resonant quad loop. We all
know that in reality it is somewhat
greater than 1λ at the operating fre-
quency. How much greater depends on
variables that have been discussed by
Haviland3 and Cebik.4 We shall get
into that from a different perspective.
We start by examining the perfor-
mance of the rectangle from the per-
spective of both field and transmission
line theory.

Theoretical Basis
for Rectangle Performance

Jim Lawson, W2PV,5 derived the
properties of the rectangle from field

theory. To summarize his findings, the
antenna can be thought of as two trun-
cated dipoles that are separated by a
length of transmission line and fed in
phase. Fig 2 illustrates how the trun-
cated dipoles—0.5-λ dipoles that have
a short radiator with folded end
wires—are joined to form a rectangle.
The antenna can be imagined in this
way, or as two short radiators con-
nected together by a transmission line
at their ends. The square is a special
case, being equilateral and having, a
set of 0.25λ radiators and an equal
sized set of transmission-line wires.

Fig 3 describes the direction of the
antenna currents. Notice that in this
horizontally polarized example, the
radiator currents are co-directional.
They are also in phase and equal in
magnitude. This results in far-field,
broadside gain analogous to that of
two “stacked” dipoles, fed in phase and
separated by a distance equal to that
between the rectangle’s radiators. The
currents along the vertical connecting
wires are anti-phase and their radia-
tion cancels in the broadside direction.

The gain of such an antenna is related
to how far apart you can practically
space its radiators. The stacking gain of
a pair of the rectangle’s truncated radia-
tors, under loss-less conditions, is re-
lated to how close you can come to the
maximum element separation of 0.5λ.
We will get into this later under “A Di-
pole Model of Loop Antennas.”

Radiation Resistance
(Radiation Induction)

The radiation resistance at a feed

Fig 2—A square loop composed of two
truncated dipoles.

Fig 1—Rectangular-loop antennas: a simple
rectangular loop (A), asymmetrical double
rectangle (B) and symmetrical double
rectangle (C). (D) Shows a vertically
polarized loop.

Fig 3—Current directions in a square loop.
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point in the center of one of the
antenna’s sides is a function of the self
resistance (Rself) of the parallel radi-
ating elements and the mutual resis-
tance (Rm) related to the distance
separating them. Lawson’s calcula-
tions for Rself require modification;
they were derived over 25 years ago,
before the advent of sophisticated an-
tenna-modeling programs such as
NEC. In fact, all of the modeling data
you see in this article was done with
different versions of NEC-2.6 The fig-
ures for Rm and Xm

7 (mutual reac-
tance) as functions of element separa-
tion can be found in many sources:
Kraus, Lawson and the ARRL An-
tenna Book.8 My numbers vary
slightly from Lawson’s calculations
because the radiation resistance of
loops varies with wire thickness, and
I have no idea what he assumed for
this variable.

With extremely thin wires (10–5λ
diameter), Zself = 40.2 –j 3.5 Ω for each
of the two component truncated 0.25λ
dipoles with folded ends of 0.125λ.
When these dipoles are joined at the
tips of the bent wires to form a rect-
angle and we feed one port, Zin =
112 –j147 Ω. If we feed two ports, the
Zin = 56.2 –j73.7 Ω at each one. The
large change in Xin is related to the
proximity of the high-voltage points at
each dipole’s end. This negative X is
also the reason that, in order to make
these antennas resonant, we must in-
crease the loop perimeter beyond 1λ.

If we look at the rectangle model
solely from the radiation point of
view, the feed-point resistance—from
FD, to squares, to rectangles with
narrow radiators and ending with
the 0.5λ transmission-line model—
is simply:

Radiation Resistance
(Transmission-Line Theory)

Although we can simplistically and
accurately use the above analogy, in
real life the current and phase rela-
tionships are somewhat more compli-
cated. From a transmission-line point
of view, we see the following: Because
of their co-directional currents, the fed
wires are radiating transmission lines
that are in phase with each other and
exhibit little phase variation along
their entire length. If resonant at their
central feed points, their end imped-
ances are almost purely resistive.
There is a phase inversion of 180° at
the current minima or high-voltage
points at the midpoint of the 90° inter-
connecting transmission lines. This,
in turn, results in a 180° phase shift
along a transmission line of 90° physi-
cal length. The result is exactly as
above: There is a net 180° phase shift
between the radiators that allows
each to see the Rm from its opposite. In
a single-port system, the Rin is some-
what under 120 Ω.

oppositely directed along the transmis-
sion line wires between the radiators at
a net phase shift of close to 180° and
provide the radiators with currents
that are co-directional and in phase.
These wires do radiate but, since their
currents are out of phase, their radia-
tion cancels—for the most part.

Practical Examples
As examples, let us examine three

types of rectangles: the FD, the square
and a tall narrow rectangle. The folded
dipole consists of two parallel, nomi-
nally 0.5-λ, rods separated by a small
distance and shorted at their ends. The
center of one of the rods is fed. Let us
assume that the Rself of such rods is
72 Ω. If we look up the numbers, we find
that Rm for 0.5-λ rod elements, at such
narrow separations, is also about 72 Ω.
Therefore Rin = 2(72 + 72) = 288 Ω.

A square has approximately 0.25-λ
truncated radiators separated by ap-
proximately 0.25λ. This is never true
because the actual perimeter of such
an antenna is always greater than 1λ;
but, assuming 0.25λ per side, we can
look up or calculate (after Lawson)
that the Rself of such a radiator is about
40 Ω. Rm for 0.5-λ dipoles separated by
0.25λ is about 40 Ω also, but we are not
dealing with full-sized dipoles, and
this serves as an introduction to a con-
cept that is critical in analyzing rect-
angles with even shorter radiators.
The Rm of a truncated element is pro-
portional to its degree of shortening
with respect to 0.5λ. Simply put,
Rm(truncated) = truncated dipole
length in λ/0.5λ × Rm(0.5λ). Going
back to the analysis of the square, we
find that Rm(0.25λ) = 20. Therefore Rin
= 2(40+20) = 120 Ω.

Now for a tall, narrow rectangle
with relatively short radiators: Let us
assume a radiator width of 0.15λ and
a height of 0.35λ. Lawson’s numbers
indicate that Rself = 16.3 and Rm =
4.5 Ω for each dipole. Rin therefore cal-
culates out as 41.6 Ω. The NEC model
that I used gave a result of 36.7 Ω.

Dimensional Characteristics
of Rectangles

Before going further, let’s define
some terms. The radiators in a rectan-
gular antenna can be either horizon-
tal or vertical. In free space, without
the effects of ground, the antennas
perform identically; however, confu-
sion can result since the radiators can
have a width dimension when horizon-
tal and a height when vertical. The
shape of the same antenna can there-
fore be characterized by a height-to-

In analyzing simple loops of 1-λ pe-
rimeter, we can think of Rself and Rm
as sources in the center of each radia-
tor. There is always, nominally, 0.5λ
of transmission line separating them.9
Therefore, there is no impedance
transformation looking into either end
of the transmission line and the Rself s
and the Rms are simply in series with
each other. For these loops, we may
simply neglect the intermediate trans-
mission line connecting the ends of the
radiators. A source then sees its own
Rself plus Rm and those of its twin op-
posite it. Therefore, with one port fed,
the net feed-point resistance is twice
their sum.

    
R R11 R22 R12 R21 R Rin self m2= + + + = +( )

(Eq 1)

Must We Connect the Ends
of the Truncated Dipoles?

The answer is “yes” and “no.” “Yes”
if we feed one port and “no” if we feed
both in phase. If we feed both ports
and open the vertical transmission
lines at the current nulls/voltage
maxima at their midpoints, the Zin at
either port remains unchanged. How-
ever, if we feed only one port and in-
terrupt the conductive pathway at the
center of the transmission line, we see
a significant change in the feed-point
impedance to Zin = 99.4 + j54 Ω. In
addition to this, the gain drops dra-
matically.

Because of the interruption of the
conductive pathway in the one-port
system and alteration of the imped-
ance to differential-mode currents, we
observe the following: The currents
along the two radiators become anti-
directional and their magnitudes and
phases along the parasitic element
are significantly different from that of
the driven. The conclusion is that the
continuity of the transmission lines is
necessary if you feed only one port to
maintain the proper current relation-
ships among the two elements. This
cannot be attained by parasitic mu-
tual coupling alone.

The “non-radiating” transmission-
line wires separating the radiators in a
rectangle serve three functions. They
complete the dipole radiator in order to
maintain resonance as the radiator size
changes. They maintain the currents
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width ratio in the first case and a
length-to-height ratio in the second. I
will try to make the orientation of any
antenna we discuss explicitly clear.

Rectangle’s Parameters and
Radiator Separation

Figs 4 through 6 show what happens
to the impedance, free-space gain, loop
size and currents of a rectangle as its
length or inter-radiator distance is
varied from that of a “near” folded di-
pole to a shorted 0.5λ transmission
line. In the model for these graphs, I
have used loss-less wires of #100 AWG
at 3.5 MHz. These were chosen to
minimize the wire-thickness variable
that, with loops, increases the loop
size as the wire diameter increases.
Also, the loss-less conditions enable us
to see what I call the potential gain of
the antenna would be at extreme
dimensions when the radiator dimen-
sions approach those of a hertzian
dipole and the length between them

Fig 6—Variations in resonant loop circumference with rectangle
shape (“Length” is width of rectangle).

Fig 4—Relationships between height, impedance and gain in
rectangles of #100 AWG loss-less wire at 3.5 MHz.

Fig 5—Relationships between impedance and current in
rectangles of #100 AWG loss-less wire at 3.5 MHz.

Fig 7—A gain comparison of loss-less rectangles to stacked,
in-phase dipoles.

approaches 0.5λ. As we will see later,
in the real world, losses overcome the
gains long before this extreme condi-
tion is reached. For reference, 1λ at
3.5 MHz is about 281 feet and 0.5λ is
about 140.5 ft.

Fig 4 shows us that the radiation
resistance of a resonant antenna falls
sigmoidally—that is, in the shape of a
“S”—if you look at the curve over the
full range of antenna lengths. The
gain increases sigmoidally over the
same range as we go from the folded
dipole to the square and then to the
transmission-line model. The antenna
currents increase exponentially and
inversely with the radiation resis-
tance as shown in Fig 5. The loop size,
as seen in Fig 6, is a parabolic func-
tion. At one extreme, the folded dipole
is somewhat under 1λ in circumfer-
ence. At the other extreme, the trans-
mission-line model is exactly 1λ
in circumference. An antenna that is
26 feet or 0.09λ long at 3.5 MHz also

has a loop circumference of exactly 1λ.
The peak circumference is reached at
around 80 feet (0.28λ) of length or ra-
diator separation. Therefore, a 1-λ
loop is actually 1λ only when the ra-
diators are separated by either 0.09λ
or 0.5λ. These curves are replicable at
all frequencies. In later approxima-
tions, I found it convenient to use 0.1λ
and 0.5λ as the end or 1-λ loop perim-
eter limits and 0.3λ as the loop perim-
eter maximum. Why is there such a
large variation in loop perimeter?

A Dipole Model of Loop Antennas
Darrel Emerson, AA7FV,10 sug-

gested that a rectangular loop could be
modeled as two dipoles, fed in phase
and exhibiting broadside gain. We
have already seen that the rectangle
can be envisioned (Fig 2) as two trun-
cated dipoles of 0.5-λ length overall
that are folded at the ends. Longer
rectangles shorten the radiator and
lengthen the folded or loading sec-
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tions. The mutual impedances be-
tween the radiators affect their size at
resonance, feed resistance and gain of
the array. As you may notice in Fig 7,
the dipole array and the loss-less loop
have virtually identical gains, when at
the same radiator separation (in feet).
Interestingly, under loss-less condi-
tions, the gain of a loop with hertzian-
dipole radiators approaches that of
two full-sized dipoles separated by
0.5λ.

Fig 8 shows changes in reactance in
the two-element dipole model com-
pared with loop size in the rectangle
model. The models show complemen-
tary points at 0.09-λ radiator separa-
tion where the phased dipole reactance
is zero and the rectangle’s loop size is
exactly 1λ.

Further along, there is more of a
disparity in the curves since the mu-
tual reactances are clearly different.
The combined variation of Xm with
element spacing and with radiator
shortening results in the loop perim-
eter circumscribing a parabola as a
function of radiator spacing over the
gamut of rectangular shapes, from
folded dipole to transmission line.
Because of the highly inductive Xm at
very narrow radiator separations, the
folded-dipole variant of the rectangle
has the smallest loop perimeter of the
genre, going below 1λ.11

In analyzing the data that provide
the basis for the curves, I have con-
cluded that the single most important
variable, as manifested in loop size,
impedance and gain, is the distance
separating the radiators of the rect-
angle.

used to describe the shape of rectan-
gular antennas. Remember that the
rectangle is a resonant loop antenna
and the height must vary inversely
with length to maintain resonance.
Given an infinite number of possible
resonant lengths and heights, it has
been found that, assuming vertical
polarization, the gain of a rectangle
peaks at a specific length and associ-
ated height. Cebik has found L/H
(length/height) ratio useful in predict-
ing the dimensions associated with
peak gain, for a given wire size.
Haviland uses the term “shape factor”
similarly.12 For example, Cebik’s L/H
for a rectangle constructed #12 AWG
wire is:13

    

L
H

f= ( )log 100 MHz (Eq 2)

On 80 meters, this is a rectangle
with an L/H ratio of about 3.7 having
a gain of 4.30 dBi. Note that this ratio
varies with frequency and calculates
out as 4.87 on 10 meters for an an-
tenna having a gain of about 4.90 dBi.
Haviland’s shape factor is:

SF
Length

Circumference
= 2

(Eq 3)

where the length is the inter-radiator
distance.

Since, as we have discussed earlier,
the dimensions of rectangular loops
may be characterized by different
terms such as length, height and
width depending on the polarization,
another term must be used in place of
the L/H ratio to denote the ratio be-
tween the long and short sides. The
term shape factor (SF) has also been
used by Cebik in this sense, but it is
different from that used by Haviland.
In order to eliminate this confusion I
think it useful to find a substitute
term for L/H ratio and SF. This term

Fig 8—A comparison of reactance and loop circumference
between rectangles and dipole arrays.

is aspect ratio (AR), which may be fa-
miliar from television, where it char-
acterizes the width/height ratio of a
picture. For our purposes, I shall de-
fine it as the inter-radiator (long) di-
mension/radiator size (short). It
doesn’t matter how this concept is
characterized, save for the fact that it
illustrates the extreme changes in the
shape of rectangular loops as the dis-
tance between radiators changes. The
AR is zero in the case of the folded
dipole, 1 for the square and infinite for
the transmission-line model. The cor-
responding SFs are 0, 0.5 and 1, re-
spectively.14

Having written that, the AR is not a
primary characteristic of a loop an-
tenna. That one is loop size, which we
have already seen, is dependent on the
length of the antenna between radia-
tors. The AR or the SF is simply a sta-
tistic that is derived from the loop size.
If one knows the length between radia-
tors and can calculate the loop size,
then the radiator size is simply a mat-
ter of subtraction. The formula for
calculating loop circumference at any
length between 0.09 and 0.5λ for an
extremely thin #100 AWG wire loop is:

    Circumference L#100 AWG 1.021970 0.529 2( ) = − ∆
(Eq 4)

where ∆L = Length (λ) – 0.2961
With this equation, you can deter-

mine the smallest possible loop size as
a baseline. Note the correspondence
between the modeled data and the
calculated data in Fig 9. Given any
length in this range and knowing the
loop circumference the radiator size
may be calculated by:

Fig 9—A comparison of modeled and calculated data for
rectangles of #100 AWG loss-less wire at 3.5 MHz.

    
Radiator size

Circumference
Length

=
−2 (Eq 5)

Shape Factor or Aspect Ratio
Two-dimensional ratios have been



40   Mar/Apr 2001

Losses
Power loss is the limiting factor in

the performance of high-gain rect-
angles on the lower HF bands. In
square loops, gains with #10 or
#20 (AWG) wire are within 0.2 dB of
each other,15 but a square’s gain is not
close to that of a maximum-gain rect-
angle and neither are its losses. Loss
is not an issue in high-gain rectangles
above 10 MHz, but it is the gain-limit-
ing factor from 1.8-7 MHz. Three vari-
ables are associated with I2R losses:
wire resistivity, the length of wire in
the antenna and the antenna cur-
rent.16

Two questions arise: Why does gain
peak at a specific AR, and why does
the AR yielding peak gain change with
frequency? For example, we know
that the gain of a loss-less rectangle
increases with length until the “limit”
conditions are reached: length of 0.5λ,
height of zero, impedance of zero
and currents of infinity (see Figs 4
and 5).

I noticed that the maximum gain
curve shifts to peak at a lesser length
when you introduce losses into a loop.
Fig 10 compares the gain curves of
80-meter rectangles with slight resis-
tivity against loss-less ones. It shows
that an increase in resistivity (from
10–20 to 10–10) and the consequent
increase in losses shifts the length at
maximum gain from 140 feet or 0.5λ to
less than 130 feet or 0.46λ. This was
confirmed when I modeled rectangles
on 80 meters with #10 and #6 (AWG)
wire as shown in Fig 11. The latter has
2.5 times the cross-sectional area of
the former and 40% of the dc resis-
tance. The gain peak17 occurs with a
shorter (114-foot) antenna in the case
of #10 AWG wire compared to 118 feet
for the antenna constructed from #6
AWG wire.

The peak gain over a range of lengths
is therefore a trade-off between the in-
creasing potential gains—as the
length increases—and the more rap-
idly increasing losses.18 You can use a
longer rectangle if you can reduce the
resistive losses by decreasing the re-
sistivity of the wire or by making it
thicker. Efforts to reduce resistivity,
such as substituting silver wire for
copper, are too costly to be practical. It
is comparatively easy, however, to do
something detrimental, such as using
aluminum or phosphor bronze conduc-
tors. (We will get into this shortly.) In
the real world, the best option is to use
a thicker conductor.19 Nonetheless, I
believe that we have reached the limit
on 80 meters by using over 280 feet of

Fig 12—A plot of
aspect ratio (width/
height) versus
frequency for
rectangles of AWG
#0, #10, #20 and #30
wire.

Fig 11—A comparison
of gain against shape
for rectangles of #6
and #10 AWG copper
wire at 3.5 MHz.

Fig 10—Plot of gains
and wire losses
against rectangle
shape (“Length” is
width of rectangle) for
lossy wire (1×10–10 Ω/
meter).

#6 AWG wire. So, the practical limit
for the size of a rectangle on 80 meters
is an inter-radiator length of slightly
less than 120 feet or 0.43λ. Notice also
that the feedpoint resistance of a
120-foot antenna is about 10 Ω.

Now why should the AR, using
Cebik’s formula, increase with fre-
quency? Using 10 meters as an ex-
ample, λ there is 1/8 as long as on
80 meters. A 10-meter loop made of
#10 AWG wire therefore has 1/8 as

much dc resistance as does one for
80 meters. This enables a shift of the
maximum-gain point to a longer an-
tenna (in wavelengths) with a much
higher AR. Fig 12 illustrates how the
AR of peak gain changes with wire size
at three frequencies:20 3.5, 35 and
350 MHz. On the higher frequencies,
much larger wire sizes are practical.
That is, we can use large-diameter
aluminum tubing. With longer anten-
nas having higher ARs, however, we
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may easily overlook the fact that the
feedpoint resistance is well below 10
Ω. Nonetheless, the gains are substan-
tially higher when the losses are re-
duced.

Resistivity
The gains of wire-loop antennas on

the lower HF bands are loss-limited.
As their lengths approach those with
the greatest potential gains, losses
increase more rapidly,21 offsetting any
gain increase. This happens because
the radiators shorten as the antenna
length increases, and this is associ-
ated with an exponential decrease of
the feedpoint resistances and an
exponential increase in currents (see
Figs 4 and 5).

As I have mentioned, the wire resis-
tance of a loop appears to limit how far
apart one can space the rectangle’s ra-
diators—and thus, the gain. Wire re-
sistance is a product of the wire
resistivity (ρ) and its diameter—or
more exactly, its cross-sectional area.
As an example, aluminum tubing (say
6061, T6 alloy) has a resistivity 2.8
times that of copper. For aluminum
and copper wires of the same diam-
eter, the aluminum wire’s dc resis-
tance per unit length is 2.8 times that
of the copper wire.

Skin Effect
At radio frequencies of 1 MHz or

higher, another factor affects wire re-
sistance and losses. This is the skin
effect, which is the result of the fact
that only a thin shell of the outer part
of the wire effectively conducts RF. In
essence, a solid conductor effectively
becomes a hollow cylinder. The skin
effect is inversely proportional to the
square root of the frequency so that
the skin depth is smaller the higher
the frequency.

Antenna modeling programs such
as NEC and MININEC account for
skin effect when calculating antenna
gain and losses. It is one purpose of
this article to find appropriate corre-
lating parameters that one may use to
predict the losses. Some factors that
we can use as correlates of antenna
length at peak gain are the dc loop re-
sistance and the RF loop resistance.
To this end, let us first examine dc
wire resistance.

Calculation of DC Wire Resistance

  
R

L
A

= ρ (Eq 6)

where ρ is the resistivity of the wire
material, L is the length of wire and A

is the cross-sectional area of that wire.
Resistivity is expressed in ohm-
lengths. For copper wire, of the alloy
used most commonly in household
wiring, it is 1.77×10–8 ohm-meters or
5.66×10–8 ohm-feet. For 6061–T6 alu-
minum, it is 4.1×10–8 ohm-meters or
1.345×10–7 ohm-feet; for phosphor-
bronze, it is 1.1×10–7 and 3.61×10–7,
respectively. The difference in resis-
tivity/unit length is a function of the
ratios between the cross-sectional ar-
eas of square meters to square feet.
Please remember that you must be
consistent; if you are calculating
R/foot then you must use resistivity in
ohm-feet, length in feet and wire area
in square feet.22

Let us compare the dc loop resis-
tances of two antennas, each at an
optimum length for peak gain: one, an
80-meter rectangle of #10 AWG wire
and the other, a 10-meter rectangle of
1-inch-diameter aluminum tubing.
The 80-meter antenna’s resistance/λ
(R/λ) is easy to calculate because you
can look up the wire resistance/foot in
the wire tables: R/foot = 0.001 Ω.

If you want to calculate the wire re-
sistance: #10 AWG wire diameter
D ≈ 0.1 inches or, more accurately,
0.00849 feet. The cross-sectional area
A = π (D/2)2 or 5.66×10–5 square feet;
R/foot = ρ(ohms-feet) × 1(foot)/A
(square feet) or 5.66×10–8×1/5.66×
10–5 = 10–3 = 0.001 Ω—the same as in
the lookup table. At 3.5 MHz, λ≈ 281
feet, so R/λ = 281 ft/l × 0.001 Ω/ft =
0.281 Ω/λ.

For the 10-meter antenna: wire D =
1 inch or 0.0833 feet; A = 5.45×10–3

square feet; R/ft = ρ×1/A or 1.345×
10–7/5.45×10–3 or about 2.5×10–5 Ω. At
28.5 MHz, λ = 34.53 feet, so R/λ =
34.53 × 2.5×10–5 = 8.6×10–4 Ω/λ. The
disparity in dc loop resistance between

the two antennas is a factor of 327
(0.281/0.00086).

Calculation of RF Resistance
The skin effect reduces this dispar-

ity in dc loop resistance. The formula
for skin depth is:23

    
δ

µσ
= 1

π f (Eq 7)

where f is the frequency in Hertz, δ is
the skin depth, µ is the permeability
of free space or 4π×10–7 and σ is the
conductivity of the wire or 1/resis-
tivity.

The skin depth of the hollow cylin-
der is the effective conducting area
and this is calculated by:

    Area Circumference SkinDepth A R= × = = 2π δ
(Eq 7A)

Fig 13—DC and RF
resistances of various
sizes of copper wire.

The RF resistance is calculated as in
the section above by using this area in
the denominator of the resistance-
resistivity equation (Eq 6).

The result of this effect is that over
the same range of wires as above,
#10 AWG copper wire at 3.5 MHz to
1-inch-diameter aluminum tubing at
28.5 MHz, the range of RF resistance
overall is only about 18:1.24 Also, be-
cause of the cylindrical effect, the RF
resistance is proportional to the cir-
cumference and not to the area of the
wire (as with dc resistance).

The relationship between dc and RF
resistance over the range of wire sizes
we are using is shown in Fig 13. The
wire sizes are multiples of the diam-
eter of #10 AWG wire, which is
0.00849 feet or about 0.1 inches. The
modeling was at 3.5 MHz with copper
wire, but the RF resistance of the wire
at a point corresponding to 20x on the
X-axis is the normalized resistance of
1-inch-diameter aluminum tubing at
10 meters.
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Because the modeled gains over any
range of rectangle lengths have already
accounted for skin depth, what we must
find is an appropriate parameter that
we can use to make predictions of the
optimum lengths. Although we could
use RF resistance and its correlates, the
radius, diameter or circumference, I
shall be using dc resistance and wire
area since these are more easily calcu-
lated or looked up.

More exactly, the parameter on
which the calculations in the section
below are based is the dc resistance of
a 1-λ loop or Rλ, since this will account
for frequency. It is also easier to use
than the actual loop size, since, as we
will see in the section entitled “Loop
Size and Wire Diameter,” the loop size
will vary with both antenna length
and wire diameter.

Effect of Wire Resistance
on the Optimum Size
of the Rectangle

Table 1 shows how the reduced losses
on 10 meters permit a longer antenna
(in terms of wavelength) than on
80 meters (0.47λ versus 0.41λ), with a
significantly higher realizable gain—if
you can match the 1-Ω feed-point resis-

tance. It also summarizes the dimen-
sions over the HF spectrum at which
peak gains are attained. These are all
vertically polarized models in free
space, characterized by radiator height
and inter-radiator length.

Clearly, by 10 MHz, the losses are
not the limiting factor for rectangles.
You can stretch the shape of even thin
wire antennas to a point where the
feedpoint resistance becomes low
enough to make feeding them difficult.
By the time you get to 10 meters and
higher, losses are not a factor, and the
only limit is the Rin that you can
handle. The other limit on how far you
would want to stretch a rectangle is
bandwidth, which we will discuss
later.

Calculation of Length
at Optimum Gain

It is important, especially on the low
bands with large loops, thin wire and
high loop resistance, to be able to pre-
dict the optimum length at which gain
will peak. I have compared the lengths
at peak gain with both the RF and dc
resistance to show that either would be
useful as a predictive variable. Fig 14
illustrates the relationship between

Table 1 —Comparison of rectangles: lengths at peak gain over the HF bands

frequency Wire Size Length Height Rin-ohms Gain Loss AR Length (λ)
(MHz) (ft) (ft) (dBi) (dB)

1.8 #10 Cu 210 72.1 30.5 4.10 0.58 2.91 0.384
3.5 115 29.8 18.5 4.30 0.66 3.86 0.409
7 58 14.5 17.2 4.54 0.51 4.00 0.413
10 41 9.78 15.7 4.63 0.47 4.19 0.417
14 29.8 6.45 13.1 4.73 0.46 4.62 0.424
21 20 4.3 12.2 4.83 0.41 4.65 0.427
28 15.1 3.06 11.4 4.90 0.38 4.93 0.430
28 1” Al 16.4 1.03 1.25 5.50 0.05 15.92 0.467

Fig 14—Effects of dc resistance (in a 1λ circumference) on
rectangle shape that yields maximum gain (“Length” is width of
rectangle or inter-radiator distance).

Fig 15—The relationships of rectangle shape and maximum gain
to wire diameter.

antenna length at peak gain versus the
1-λ loop dc resistance.25 Figs 15, 16 and
17 show the relationships between
gains, RF resistances, lengths at peak
gain and losses with wire diameter
(copper wire), which is a parameter of
the RF resistance. Remember that the
wire diameter multiple corresponding
to 1-inch-diameter aluminum alloy
tubing on 10 meters is 20 on the X-axis.

Fig 15 shows the relationship be-
tween the length at peak gain and the
gain with the wire diameter. The gain
and the length at peak gain vary simi-
larly. Fig 16 shows you what happens
to length at peak gain and the RF re-
sistance with changes in the wire di-
ameter. These also appear to be very
similar but inverse functions. Next,
Fig 17 is the relationship between
gains and losses as a function of wire
diameter. Again, there is a very simi-
lar but inverse relationship.

The curves for length versus the loga-
rithm of dc loop resistance (Fig 14) and
length versus wire diameter (Fig 15)
appear to be similar. The equation for
the curve in Fig 14 turns out to be a
fifth-order polynomial26 as you will see
just below. The dc-resistance limits in
Fig 14 correspond to a range of 10–5 to
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103 Ω. That is far greater than the range of 327:1 (8.6×10–4

–2.8 × 10–1 Ω) bounded by the #10 AWG copper antenna on
80 meters and the 1-inch-diameter aluminum antenna on 10
meters. I feel that, by extending the range, you can get a
better idea of the effects of resistance on loop length.

A very close approximation of the ideal length of a rect-
angle can be made if you know the total dc resistance/λ.27

X is the multiple of 0.00849 feet or the diameter of #10 AWG
wire. These multiples are for copper wire at 3.5 MHz, but
you can do what I did for 1-inch-diameter aluminum at 28.5
MHz. Simply determine the skin depth from the formula in
the text, determine the conductive area from the next for-
mula and use that area in the in the resistivity formula to
give you the ohms/foot. Then determine the wire diameter
from the copper wire tables that corresponds to that wire
resistance. You now must determine the ratio of that wire
diameter to that of #10 AWG wire and use that number as
X in the formula above. Once you get the length, divide it
by 281 to determine the length in terms of wavelength.
Now, extrapolate the length to any band. The equation uses
the log of the dc 1-λ loop resistance or log(Rλ):

    

Length at peak gain R R

R R R

= − ( ) − ( )
− ( ) − ( ) − ( )

106.851 11.009log 2.07145log

0.79807log 0.2261log 0.0213log

2

3 4 5

λ λ

λ λ λ

(Eq 8)
The formula gives the length in feet for 80 meters. You

can extrapolate to any other band simply by dividing the
length by the wavelength, 281.143 feet at 3.5 MHz. These
gain peaks are for a range of lengths—on 80 meters–with
a tolerance of about ±1 foot. You need not be exact.

Look carefully again at Fig 14. You see only one curve, but
there are really two. The curves for the modeled data and that
calculated from the formula above are so close as to be one.

Given the resistivity of wire you may want to use—be it
phosphor bronze at the seashore or aluminum fence wire—
and its diameter you can calculate the resistance of one
wavelength from the formula for dc wire resistance in the
earlier section. Then calculate the optimum length of the
rectangle from the formula immediately above or from
Figs 14 or 15.

Loop Size and Wire Diameter
As we mentioned earlier, the loop sizes we have been

discussing at various lengths were predicated on using
#100 AWG wire at 3.5 MHz to eliminate confusion caused
by the effects of wire diameter. As we have seen, loop an-
tennas have larger perimeters as the wire D/λ increases.
For example a #10 AWG wire on 80 meters has about the
same D/λ as a #30 AWG wire has on 10 meters. Using
#10 AWG wire at 28 MHz will require a substantially larger
loop (in wavelengths) than on 3.5 MHz.

Fig 18 gives you an idea of how loop size varies with wire
D/λ over a range that is defined by the smallest practical
wire to the largest, over about an 8:1 range of wavelengths
(see below). I modeled the entire range on 80 meters, but
the loop circumferences in wavelengths are applicable to
any other band. There is certainly a very large variation in
loop size as the D/λ is varied (the actual variable used for
the X-axis of Fig 18 is log(D/λ). The curves are a family of
parabolas.

Calculation of Loop Circumference
Fig 18 was generated with the formulas below. The curve

corresponding to log(D/λ) = –8 is that of #100 AWG wire on
80 meters.

Fig 16—RF wire resistance and rectangle shape at maximum gain
plotted against wire diameter.

Fig 17—The influence of wire size on rectangle gains and losses.

Fig 18—Effects of wire diameter (log (D/wavelength)) and
rectangle shape on resonant loop circumference.

    Loop Circumference C C Lλ ∆λ( ) = − ( ) or kmax
2 (Eq 9)

where ∆L = length (λ) – 0.2846
The 0.2846 corresponds to the length (λ) at the peak loop

size (80 feet at 3.5 MHz.).
Cmax is the loop circumference maximum (occurring at a
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length of 0.2846λ). This varies with wire thickness and λ
or log(D/λ) and is calculated by the formulas below:

    
Log 4.5 to 4 : 1.1033 1.0117max

logD
C

D

λ
λ





− − = •




 (Eq 10A)

    
Log 4 to 3 5 : 1.1228 1.0161max

logD
C

D

λ
λ





− − = •




. (Eq 10B)

    
Log 3.5 to 3 : 1.1471 1.0224max
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λ
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 (Eq 10C)

    
Log 3 to 2.5 : 1.1944 1.0362max

logD
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D

λ
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 (Eq 10D)

k = parabolic coefficient, which determines the loop-size
minima at lengths of 0.1067λ and 0.4624λ (30 and 130 feet
at 3.5 MHz).28 “k” varies with log(D/λ) also:

    
Log 4.5 to 4 : 3.3595 1.2523
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 (Eq 11A)

    
Log 4 to 3.5 : 3.804 1.2919

logD
k

D

λ
λ





− − = •




 (Eq 11B)
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 (Eq 11C)

    
Log 3 to 2.5 : 3.3222 1.2224

logD
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 (Eq 11D)

As examples of the range of D/λ used in the curves, lets
look at #10 AWG wire on 80 meters and 1-inch-diameter
tubing on 10 meters: #10 AWG wire has a D = 0.00849 feet;
λ = 281.143 feet on 80 meters. D/λ = 3×10–5; log(D/λ) = –4.5.
This is the thinnest extreme of the range. For 1-inch-diam-
eter tubing, D = 0.0833 feet; λ = 34.53 feet at 28.5 MHz;
D/λ = 2.4×10–3; log D/λ = –2.6. This is the thickest extreme.

With these formulas, you can get a very close approxi-
mation of the loop size at any rectangle inter-radiator
length, with any wire thickness and at any wavelength in
free space. The remaining variable relating to loop circum-
ference is the effect of ground, and that is impossible to
predetermine. The predicted loop sizes should put you close
enough to minimize pruning.29

Bandwidth

Fig 20—Bandwidth and Rin versus shape for 10-meter rectangles
made of 1-inch-diameter aluminum tubing.

Fig 19—SWR bandwidth for various shapes of loss-less rectangle
antennas.

Pattern Characteristics
The gain of these antennas comes from the narrowing of

one of their radiation lobes. In the case of vertically polar-

In addition to losses, two other disadvantages of simple
rectangular loops are related to the rapid decrease of feed
resistance and radiator height. These are our ability to
match the feed resistance and the Q as reflected by band-
width where the operating SWR 2 or less.

Let’s consider the feed resistance; look again at Table 1.
On 10 meters, even with #10 AWG wire, a maximum-gain
rectangle with 4.9 dBi of gain has a feed resistance of 11 Ω.
This is probably as low as you can go and still get a rela-
tively low-loss match. It is far better on this band to go with
thicker aluminum tubing and a shorter antenna that has
a higher feed-point resistance, lower losses and a wider
bandwidth as we will see next.

Antennas with the shortest radiators exhibit the highest
Q and the narrowest bandwidths. Fig 19 shows the band-
widths of loss-less rectangles and gives you the worst-case
scenario since the bandwidth is not inflated by resistive
losses.

There is no getting around the fact that a rectangle is a
high-Q antenna. The good news is that a bandwidth of
30 kHz30 for a 115-foot antenna on 80 meters is adequate
to cover either the CW or SSB DX windows. There is no way
to avoid using a tuner if you want to cover both ends of 80,
but the same holds for a dipole or any other gain antenna.31

On 10 meters and higher bands, the story is different. We
have already noted that the loop dc and RF resistance is
significantly lower on this band for antennas constructed
with 1-inch-diameter aluminum tubing. The Q (excursions
of reactance with frequency) is inversely related to wire di-
ameter/wavelength,32 so we would expect a greater relative
bandwidth on 10 meters, and this is exactly what we get.
Fig 20 shows the relationship between bandwidth and the
feedpoint resistance33 as functions of the antenna length. A
13-foot- or 0.38-λ-long rectangle will have a bandwidth of
almost 1 MHz and should be practical with a 40 Ω feedpoint
resistance. Its gain of 4.49 dBi34 is, however, less than you
would get from a Hentenna, which is not much larger and
has a greater bandwidth. We will discuss this in a later ar-
ticle about the asymmetrical double rectangle or ADR.
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ized rectangles, there is a narrowing
of their azimuthal beamwidth as their
gain increases. For practical antennas
in the lower-HF bands (40-160 meters)
the beamwidth (–3 dB) is in the 60°
range.

The radiation patterns are more ad-
vantageous on the higher bands, above
10 MHz.35 At and above this frequency,
horizontally polarized antennas are
preferred and their gain comes from
elevation-lobe compression. This is a
huge advantage because the azimuthal
coverage is about 90°, no matter how
great the gain. The secondary elevation
lobes are attenuated as gain increases,
thus reducing high-angle QRM.

Stretched “Diamond Loops”
It has been said that the diamond

quad has the same performance as the
square. The diamond is simply a
square that has been rotated 90°. The
major difference is that the diamond
is fed at a corner, while the square is
fed in the center of one side.

I will not get into actual numbers
here about what happens when you
stretch the diamond between a
feedpoint and its opposite apex and si-
multaneously narrow it along the per-
pendicular axis. In essence, we are
turning the diamond into the ARRL
emblem. This is analogous to what we
have done with rectangles by stretch-
ing the distance between the radiators
and narrowing the radiators them-
selves.

To summarize the results, the gain
increase is nowhere near that with the
rectangles. The feedpoint resistance
drops more precipitously and the
losses increases more rapidly. The dia-
mond and the square are two different
antennas if one looks at their current
distributions and the only time they
are equal is at the precise point where
they are equilateral. The diamond is
truly not a square.

Summary
The rectangle is simple to construct

and provides the gain all DXers seek.
As its dimensions are changed to in-
crease its gain, however, it becomes
loss-limited on the lower HF bands due
to increasing resistive losses. This ar-
ticle enables a builder, by accounting
for losses, to construct one of optimum
gain for a given conductor material and
size, while still subject to the con-
straints of impedance matching. It also
provides a means, given the wire diam-
eter and the distance between the
antenna’s radiators, to predict the final
loop perimeter.

What is a Hertzian Dipole?
For the purposes of this article, a hertzian dipole is defined to be a dipole with

extremely short elements. Perhaps the simplest example is a dipole consisting
of two charged particles, each in uniform harmonic motion and moving alter-
nately away from and toward each other. As element length is decreased from
λ/4 toward such a limit, a dipole’s radiation pattern does not change its shape
much; its gain does decrease, though, from about 2.2 dBi to about 1.8 dBi.

Since it retains its linear shape, a hertzian dipole does not reach the 0 dBi
performance of an isotropic source as one might be tempted to think. A cross-
section of its radiation pattern still resembles a doughnut, with nulls along the
axis of the dipole and maximum radiation in a plane at right angles to that axis.
It thereby exhibits some gain over an isotropic radiator, which evenly illumi-
nates a surrounding sphere. Consult Kraus (see Note 7) for more detail
—Doug Smith, QEX Editor.

From the higher-HF bands into the
UHF, rectangles with truly high gain
are limited by low feedpoint resistance
and by narrow bandwidth. These prob-
lems can be dealt with by limiting the
distance between the radiators and
thus reducing their gain slightly. A
more elegant solution is available,
however, that of tacking on an extra
loop. This will be the focus of Part 2:
the ADR or asymmetrical double rect-
angle.

These studies of the rectangle form
the basis for studying all the other
closed-loop antennas, which behave
similarly. In addition to the next ar-
ticle, other articles in this series will
show how multiloop antennas can be
constructed by joining rectangles and
the excellent characteristics rect-
angle-based antennas have in para-
sitic arrays. We will also delve into
parasitic combinations of multiloop
antennas to show how one can con-
struct very high gain three-dimen-
sionally compact arrays.
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The rectangle is discussed in Part 3 of the
NCJ series and at his Web site. The con-

tents of the NCJ series and additional in-
formation are available at www.cebik
.com/radio.html under “Self-Contained
Vertically Polarized Wire Antennas: A
Family Album, Parts 1-5.”

2Loops are seldom discussed in terms of “ra-
diators” this way. Current is distributed in
a sine wave around a resonant 1-λ loop.
When a 1-λ loop is driven by a low-imped-
ance feed, there will be a current maxi-
mum (which is confusingly called a
“current loop”) at the feedpoint and λ/2
away from the feed point on the opposite
side (see Fig 3). Halfway between these
current maxima are current minima, some-
times called “nodes.” Antennas can be
modeled and understood by considering
them as an assembly of small segments,
each segment having a current magnitude
and phase. Segments on either side of a
current loop are in phase, and segments on
either side of a node are of opposite phase.
Thus, fields (radiation) from segments sur-
rounding a current loop reinforce each
other, while fields from segments surround-
ing a current node cancel. Consequently a
loop’s radiation and polarization are deter-
mined by the location of its feedpoint: A
loop will be horizontally polarized if fed at
the center top or bottom, vertically polarized
if fed at center left or right. The author is
considering the side containing the feed-
point (and its parallel, opposite side) to be
“radiators.” Want a puzzle? Consider a cor-
ner-fed loop.—Ed.

3R. Haviland, “The Quad Antenna Revisited,”
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p 43.
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.com/), Dec 2000.

5J. Lawson, W2PV, Yagi Antenna Design,
(Newington: ARRL, 1980). This book was
compiled by the ARRL staff, shortly before
Lawson’s death, from a series of articles in
ham radio magazine. See Chapter 4.

6These were initially K6STI’s NEC/Wires, and
at present NEC-Win Plus+ from Nittany Sci-
entific, www.nittany-scientific.com/.

7The Rm function is a decaying sine wave

generated by 
sin x

x

( )
∫ . Xm is a function of

cos x

x

( )
∫ .

8See J. Kraus, Antennas, second edition

http://www.cebik.com/radio.html
http://www.cebik.com/radio.html
http://www.antennex.com/
http://www.antennex.com/
http://www.nittany-scientific.com/
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(New York: McGraw-Hill, 1988), Fig 10-12, p 426; The ARRL An-
tenna Book, 16th edition (Newington: ARRL, 1991 ), Fig 19, p 8-15;
and J. Lawson, W2PV, Yagi Antenna Design, Chapter 4, 1982.

9I am indebted to Darrel Emerson, AA7FV for suggesting this approach
using transmission-line theory. He also suggested the formula for
Rin as a function of Rself and Rm before I found it in Lawson’s book.

10I cannot thank Darrel Emerson enough for indicating some earlier
modeling errors and for pointing me in the right direction to find the
correct phased-dipole analogies for the entire class of loops.

11My modeling of FDs over a range of rod separations from 0.01
through 0.1λ shows that the loop perimeter is strictly a function of
Xm. These are closed rectangular loops and there is no basis for the
concept of shortening due to “end effects” as with rod elements.

12See Haviland, Note 6, p 67.
13See Cebik, Note 1, above.
14The shape factor at the gain peak has been known for a while,

since Haviland (personal communication) mentions the rectangle
called the “skeleton slot” with an SF of 0.8 as the one with most
gain. This corresponds perfectly with the AR of 3.7 for a #10 AWG
wire antenna whose gain is 4.30 dBi.

15This is a worst-case scenario on 80 meters. The gain/loss of a
square of #10 AWG wire (sides of 73.5 feet) is 3.15 dB/0.09 dB. The
same for a #20 AWG wire (sides of 73.16 feet) square is 2.95 dB/
0.29 dB. Any real difference in performance is more likely to be re-
flected in bandwidth than in gain. See Haviland, above.

16The fact that wire resistance causes excessive power loss has been
known by antenna designers. Brian Beezley, K6STI, in a comment
on one of his models included with his AO MININEC program states
re the rectangle that a large conductor should be used to minimize
conductivity losses.

17This is not a sharp peak. There is always a RANGE of dimensions at
peak gain. For a rectangle constructed of #10 AWG wire the gain
peak is ±1 foot. Notice that, because of the losses that increase ex-
ponentially, the gain drops off more rapidly as the antenna is made
longer. There are minuscule gain decrements for shorter antennas.
Always err on the short side.

18That is why gain rises slowly and falls rapidly as you approach and
then pass the gain peak. The increase in gain with length is a
slowly rising function while the increase in losses rises at a much
higher exponential rate.

19A thicker conductor, alone, is sufficient to increase gain significantly.
20If you look closely you will see a correspondence in the ARs related

to wire gauge and frequency. A rectangle of #10 AWG wire at
3.5 MHz has close to the same overall resistance as one of #20
AWG wire at 35 MHz. Even without accounting for the variable of
wire diameter/wavelength, the ARs are reasonably close.

21This is not a problem with squares—see Note 12, above. As
Haviland states, p 58 above, #12-14 AWG wire is perfectly fine at
HF. Due to the low currents involved, the losses amount to less than
0.1 dB. The major problem with squares appears in arrays. The thin
wire significantly reduces the front-to-back ratio bandwidth as com-
pared to Yagis.

22The wire diameters in the tables are in inches—divide that by 12 to
get the appropriate diameter in feet, and then calculate the wire area
from that. If you calculate R in meters, be aware that the metric wire

tables are in millimeters and the diameters must be converted into
meters in order to calculate the wire area.

23Kraus, see Note 8, above, page 426.
24This range also considers that skin depth is greater in materials of

greater resistivity. This is the reason that the RF-resistance differ-
ence between aluminum and copper is not so great as their
resistivities would imply.

25If you want to extrapolate to any other band just divide the length by
the 80-meter wavelength (281.143) to get the length in wavelengths.

26Again, I must thank Darrel Emerson, AA7FV. He used a more so-
phisticated curve-fitting program than mine to fit my data points
and generate the formulae I use.

27You can narrow the range to more-practical loop lengths. The
curve in Fig 14 can be generated by a sixth-order polynomial
function:

L X X X= + ( ) − ( ) + ( )106 585 9 40213 2 09287 0 2600872 3. . log . . log

     − ( ) + × ( ) − × ( )− −0 0176426 6 11288 10 8 46216 104 4 5 6 6. . log . logX X X

28I chose these extremes because: the 30-foot end was very close
to 26 feet (0.09λ), where the loop was expected to be exactly 1λ
long with an infinitely thin wire. The other point where the loop is
expected to be 1λ is at a length of 0.5λ but, because the radiator
height becomes extremely small beyond 130 feet (0.46λ), model-
ing errors increase. Besides, no one is ever going to build a rect-
angle with a length greater than 130 feet. See Table 1 for the
10-meter equivalent.

29There are two other effects of loop size. A larger loop at any given
length yields more gain and longer radiators. This in turn increases
the feedpoint resistance. See Haviland, above, at pp 58-59. An
antenna with a greater diameter/wavelength at any given fre-
quency will potentially have more gain—beyond merely decreas-
ing the losses.

30This is for a lossy antenna of #10 AWG wire.
31Later in this series, I will show that one can construct an antenna that

allows for instant change between two resonant frequencies, to QSY
over large band segments.

32See Haviland, above, p 59 and Fig 16, where he shows the square’s
reactive excursions on either side of the design frequency relative
to the wire size being used.

33There is an almost direct correspondence between the feedpoint
resistance and the bandwidth of loop antennas. We will examine this
in more detail later in this series with the asymmetrical double rect-
angle.

34Although I do not find this rectangle’s gain impressive, especially in
light of what I know about the ADR, we can notice that it is equiva-
lent in size to a 107-foot rectangle on 80 meters. A 105-foot rect-
angle has a gain of 4.18 dBi with losses of 0.34 dB. The 10-meter
antenna has losses of only 0.02 dB, and this accounts for its signifi-
cantly greater gain.

35D. Handelsman, N2DT, “The Double Loop on 30 Meters,” AntenneX,
Feb 2000. This band is the point in the HF spectrum where, at at-
tainable antenna heights, a horizontally polarized loop will outper-
form a vertically polarized one.
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You want to build a killer quad, but how high
must it be to provide the desired DX fireworks?

By R. P. Haviland, W4MB

1035 Green Acres Circle North
Daytona Beach, FL 32119
bobh@iag.net

The Quad Antenna Revisited,
Part 4: Effects of Ground

on Quad Loops

1Notes appear on page 54.

Characteristics of the Earth
Pertinent to Antennas

The characteristics of the ground
under an antenna or at a point of im-
pingement of radiated energy on the
earth can be described adequately by
two quantities, at least in most practi-
cal situations. The first of these is the
relative dielectric constant, εr, since
most types of soil act as dielectrics,
actually of rather poor quality. The
second may be described as a resis-
tance, the same type found in a poor
capacitor; however, usual practice is
to describe this by a derived quantity:
the loss factor, δ. For a discussion of

the effects of these, see Kraus1 and for
information on measured values, the
next two references.2, 3 Note that the
actual ground is probably complex,
occurring in layers, with some water
present, or is even mineralized; so the
data presented must be considered as
representative of typical conditions,
rather than being all-inclusive.

For this work, four types of ground

are used. One is the ideal ground,
which acts as a sheet of perfectly con-
ducting metal. The properties of the
others are shown in Table 1. Here,
average soil is typically found in pas-
tures, poor soil in deserts and cities.

Some studies were made with fresh
water (εr= 80, δ = 0.008), and good soil
(εr= 30, δ = 0.008); good soil is typically
found in river deltas. These studies are
not covered in detail here because the
difference between these and sea water
does not seem to be very significant.

Ground Effects on Antenna Gain
In the following material, heights

are given with respect to the center of
the loop, in wavelengths at the operat-
ing frequency, unless otherwise
stated. Calculations are made with
nine segments per loop side, which is

Table 1—Ground Characteristics

Medium ε δ

Seawater 80 5.0
Average Soil 13 0.005
Poor Soil 5 0.0002

mailto:bobh@iag.net
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ample for reasonable accuracy except
in a few notable cases. Designs are
scaled from the prototype 8-meter-
perimeter loops of earlier article seg-
ments.4

Since the ground is “lossy,” we may
expect it to reduce antenna gain,
partly because of losses in the ground
directly underneath the antenna,
partly because of losses at the point

where energy is reflected from the
earth. Because of interference be-
tween the direct ray and the ray re-
flected from the earth, however, the
reflections increase energy at some

Fig 1—Gain (10° elevation) versus center height of a 14-MHz loop (no wire loss). At (A), the effects of soil; at (B), the pattern variation
for average soil at various elevation angles.

Fig 2—Drive impedance versus height of a 14-MHz loop (no wire loss). At (A) are resistance and reactance curves for ideal and poor
soils, at (B), resistance and reactance for seawater and average soils.

Fig 3—Resonant frequency versus height of a 14-MHz loop (no wire loss). At (A), ideal and average soils, at (B), seawater and poor
soils

(A) (B)

(A) (B)

(A) (B)



Mar/Apr 2001  49

elevation angles and reduce it at oth-
ers; the effects change with the angle
of incidence of the signal. Thus,
changes in antenna gain and in pat-
tern shape are evident as height
changes. Drive characteristics also
change because of interaction between
the physical antenna and the “image”
antenna, located about as far below
the surface as the antenna is high. As
noted in Part 1 of this series, several
methods of ground-impact analysis
are available; for this study, the high-
accuracy method of Sommerfield is
used, as included in the NEC program
and its derivatives.

Fig 1 summarizes ground effects on
antenna gain, showing gain change at
10° elevation angle as a function of
height (Fig 1A), for four soil condi-
tions. Horizontally polarized anten-
nas over earth, such as a bottom-fed
quad, have no signal at 0° elevation
angle. Note that the seawater and
ideal-soil curves are almost identical.
The variation in height is largely
due the way lobes change with height,
as shown later. Fig 1B shows the
gain change with height at 10°, 20°
and 30° elevation angles. Again, the
variation is largely because of pattern
changes.

Note the suggestion that there is a
cyclic component of gain change with
height. It is not very large, but it helps
explain why small changes in height
may not give increases in signal levels.

Impedance Changes With Height
Fig 2 shows the change in drive im-

pedance with height. The curves in Fig
2B are for seawater and average soil;
those in Fig 2A are for ideal and poor
soil. The differences are not great ex-
cept for heights below about 0.3 λ. To
a reasonable approximation, ideal soil
and seawater act as short circuits to
currents flowing on a wire very close
to the ground. For a dipole, the drive
resistance goes nearly to zero, but this
does not happen with quads having
their lower sides close to the ground.
The current around the loop does
change appreciably, but the upper
side—typically near λ/4 above ground
—remains a good radiator.

Note that the cyclic behavior is more
marked in the impedance curves. It
disappears completely at greater
heights as the impedance converges to
the free-space value. Since the reac-
tance changes with height, the reso-
nant frequency also varies. Fig 3
shows the pattern of this, with (B)
being for seawater or poor soil and (A)
for ideal and average soil. The fre-

Fig 4—Impedance
of a 14-MHz λ/2
dipole over average
soil.

Fig 5—Effect of height on a 14-MHz quad loop over average soil. Vertical-plane patterns
are for antenna center heights of: (A) 0.2 λ=14 feet, (B) 0.5 λ=35 feet, (C) 1.0 λ= 70 feet
and (D) 1.6 λ=112 feet.

quency scale is expanded, which em-
phasizes the cyclic behavior.

Variation of drive resistance with
height is covered in some texts, with
analysis of the causes: See Reference
1, for example. However, all texts I
have seen ignore the changes in drive
reactance and resonant frequency.
They make an assumption—usually
unstated—that the antenna is oper-
ated at resonance.

These changes appear to have
practical importance in only two situ-
ations. One occurs in designs for maxi-
mum front-to-back ratio at a given
frequency, which changes with height:
The change in gain is negligible. The
second situation occurs in antenna
measurements. For accuracy, the
measurement must be at design
height, or a correction determined.

A Comparison: Quad Loops
and Dipoles

The dipole change mentioned above
is shown in Fig 4, for average soil. As
shown in Reference 1, both resistance
and reactance approach zero for a di-
pole almost touching ideal soil, and a
low value over saltwater. Reference 2
gives a method of analysis for any soil.
This shows, for example, that imped-
ance can increase markedly for anten-
nas at low heights over poor soil. A
form of subsurface mapping has devel-
oped from these findings.

Practically, quads and dipoles be-
have alike in two respects. As noted for
greater heights above ground, the
impedance tends toward the free-
space value. In addition, the change
can usually be neglected for antennas
that are not too low—above about
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0.2 λ for dipoles and 0.3 λ center height
for typical quads.

Effects of Height on
Radiation Patterns

Fig 5 shows typical changes in verti-
cal-plane patterns of a bottom-fed
quad as height changes; (A), (B), (C)
and (D) are for center heights of 0.2,
0.5, 1.0 and 1.6 λ (14, 35, 70 and 112
feet), respectively. All are for 14 MHz
over average soil. By far, the most ap-
parent change is in lobe pattern due to
radiation interference between the di-
rect and reflected signal components.
See, for example, The ARRL Antenna
Book5 for details of this effect.

A secondary effect is the “fill-in” of
lobe minima, which are around 20 dB
below the lobe maxima in this ex-
ample. The amount of change varies
with ground losses. Maximum gain
also changes with antenna height, as
is evident on comparison of the gains
tabulated on each plot, and as covered
in discussing Fig 1.

Vertically Polarized Quad Loops
Drive impedance and pattern

changes are quite different when a loop
is side fed to give vertical polarization.
Fig 6A shows impedance variation
with height for average soil. Rather
than decreasing at very low heights,
both components increase. The cyclic
pattern is present, but small.

Fig 6B shows the gain variation with
antenna height. Virtually all values
are lower than the gains with horizon-
tal polarization (see Fig 1). The dips in
the 30° elevation curve are caused by
lobe changes with antenna height.
Unlike a horizontally polarized an-
tenna, a vertically polarized antenna
may have a signal component at essen-
tially 0° elevation angle.

For comparison, the antenna char-
acteristics for three vertically polar-
ized conditions are shown in Table 2.
This table shows why quad antennas
are nearly always fed at the bottom to
produce horizontal polarization. For
most soil types, signal strengths from
vertically polarized quads are nearly
an S-unit weaker than those from
horizontally polarized quads. The ex-
pense and work of construction is
nearly wasted if vertical polarization
is used.

The situation is different, however,
when seawater is present. At low an-
tenna heights, vertical polarization
may give the strongest signal, espe-
cially for DX where the lower radiation
angles are so important. This is one
reason for strong signals from island

Fig 6—Effects of
antenna height on a
vertically polarized
loop. At (A), drive
impedance, (B) gain
at several elevation
angles. C through E
are vertical-plane
patterns with
antenna heights of
(C) 0.225 λ, (D) 0.4
λ, (E) 1.4 λ (18, 28
and 98 feet,
respectively).
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locations and the reason that many
such stations use vertical polarization.

Continuing with Fig 6, parts C, D
and E show vertically polarized eleva-
tion plots for heights of 0.225, 0.4 and
1.4 λ (16, 28 and 98 feet, respectively).
Note the excellent radiation at very
low angles and that the nulls between
lobes are much smaller than for hori-
zontal polarization. Vertical polariza-
tion may be good for some sites.

Very Low Antennas
and Height Restrictions

The quad has a reputation for good
performance at low heights. As an ex-
ploration of this, Fig 7 shows some
characteristics of a quad loop with its
lower arm at 2 meters (just over 6 feet)
above average soil. This height was
chosen to give reasonable clearance for
movement underneath. Fig 7A shows
drive impedance over the range of
5-30 MHz, which is reasonably con-
stant.

Figs 7B and C show the vertical-
plane (elevation) plots at the extremes
of this frequency range, 5 and 30 MHz.
Because of the low height, the angles
of maximum radiation are quite high:
52° and 30°, respectively; but appre-
ciable radiation occurs at DX angles.
At 5 MHz, angles around 20° are
useful for F-layer propagation, with
signals being about 6 dB or just over
one S unit below the maximum gain.
At 30 MHz, the 6-dB-down point is at
10°, so DX performance is not bad. The
antennas are very good performers for
intermediate distances, such as are
involved in E-layer propagation. If
height is a problem, try a quad.

To explore these height effects fur-
ther, Fig 8 gives patterns for a two-
element, 14-MHz quad at heights of
30, 60 and 90 feet. These correspond,
respectively, very nearly to common,
small-lot installations, to US average
beam-antenna heights, and to many
“super-station” heights.

At 30 feet, pattern (A) has its maxi-
mum radiation at 27°, with the 1-S-
unit-down elevation angle at 10°. Day-
time E layer, 14-MHz signals will be
excellent; working DX will be chancy.
If no one else is calling the DX, the
station will likely get through. Long-
path DX, which depends on low-angle
radiation, will be scarce.

At 60 feet, maximum radiation has
increased by over 1 dB and has moved
to 16°. The signal is only 6 dB lower at
5°. It usually won’t be possible to crack
a pile-up on one call, but working DX
won’t be too difficult, even on the long
path. A moderately strong lobe ap-

Fig 7—Impedances
of two-element
frequency-scaled
quad loops, each
with its lower-
element side at 3
meters above
average soil. (A)
shows drive
impedances for
frequencies from 5
to 30 MHz. (B) and
(C) show elevation
patterns for 5 MHz
(B) and 30 MHz (C).

pears at 55°, so the antenna is a good
performer for E-layer propagation.

At 90 feet, the maximum radiation
has increased a little more and has
moved to 11°; it is only 4 dB down at 5°.
DXing starts to get easy; the two higher
lobes give good E-layer performance.

These patterns include both hori-
zontally and vertically polarized com-
ponents; that is, the total patterns. As
noted in earlier series segments, the

vertically polarized component of a
bottom-fed quad is typically 20-30 dB
below the main lobe. Even if not spe-
cifically shown, its intensity can be
seen in the horizontal-pattern plots as
the signal level in the plane of the loop,
at 0° and 180°, as used here. For ex-
ample, in the pattern of Fig 8D, the
vertically polarized component is
35 dB below the main lobe, both for el-
evation angles of 10°.

Table 2—Vertically versus Horizontally Polarized Quads

Condition R (Ω) X (Ω) Gain at 10° (dB)

Free space 111 –144 2.97
Seawater 105 –156 8.11
Average Soil 105 –151 2.10

as compared to horizontal polarization:

Condition R (Ω) X (Ω) Gain at 10° (dB)

Free space 111 –144 3.01
Seawater 133 –155 7.41
Average Soil 123 –152 6.69
where the height for sea water and average soil is 0.4 λ.
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The patterns for a four-element
quad, Fig 9A, B and C show the same
general characteristics, with more
gain and slightly lower radiation
angles. There won’t be too many sig-
nals at the same antenna heights that
are better. The 90-foot installation
will start to be a “band opener” and
“closer,” giving acceptable signals ap-
preciably before others find an open-
ing to their areas. The good perfor-
mance for E-layer propagation contin-
ues. The lobes in the plane of the loop
are satisfactorily small, as shown at

Fig 8—Effects of antenna height on elevation patterns of a
14.1-MHz two-element Quad (0.15 λ element spacing) over
average soil. The antenna center heights are (A) 30, (B) 60
and (C) 90 feet. (D) shows an azimuth pattern for the
antenna centered at 90 feet.

(D). E-layer signals from the side will
be about 3-4 S units below main-lobe
signals of the same field strength.

These three antennas were de-
signed to produce good front-to-back-
ratio performance, as shown by the
relatively weak back lobes. This “anti-
QRM” measure is important in DX
work and makes it possible to “dig for
DX” when others are working E-layer
or even first-hop F-layer signals.

To conclude this examination of
height effects, Fig 10 shows two pat-
terns for a 12-element quad on

144 MHz. Fig 10A is for an antenna
height of 10 feet, B for 30 feet. Both give
good performance for meteor-scatter
and sporadic-E propagation, with the
30-foot height giving outstanding sig-
nals. The 30-footer will have the edge,
especially for extended ground-wave
propagation.

Two Horizontal Quads
Various conditions at many loca-

tions prevent installation of antennas
at an appreciable height. At least for
suburban lots, a horizontal loop is one

Table 3—Horizontal Quad Characteristics

30 meters per side, 3 meters high over average soil with no wire losses and nine segments per side
Frequency Number Maximum
(MHz) R (Ω) X (Ω) 30° Gain at Azimuth of Lobes Gain at Elevation (°)

1.8 808412800 –15.4 0 2 –12.3 90

3.6 83 –114 –6.1 0 2 –0.2 90

7 205 –370 –1.9 0 2 –0.7 51

10.5 302 –700 0.9 40 4 2.1 45

14 608–1009 1.7 41 6 4.6 90

17.5 1214 –663 4.4 50 8 6.1 45

21 1509 –96 6.9 59 6 7.6 38

24.5 1420 278 7.6 64 8 7.9 36

28 1007 402 6.8 68 12 6.89 32

30 256 –115 9.2 70 10 9.2 31

50 397 468 9.6 20 18 9.7 28

144 419 887 5.1 281 48 7.7 10
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Fig 9—Effects of antenna height on elevation patterns of a 14.1-MHz four-element Quad (0.2 λ element spacing) over average soil. At (A),
the antenna center is at 30, (B) 60 and (C) 90 feet. At (D) is the elevation pattern in the plane of the driven element centered at 90 feet.

Fig 10—Effects of antenna height on vertical-plane pattern s of a 144 MHz 12Quad over average soil with the antenna centered at (A)
10 and (B) 30 feet.

way around this. Table 3 summarizes
two wide-band possibilities of a rea-
sonably small antenna of this type:
One has 30-meter (100 feet) sides and
is 3 meters (10 feet) high. Except on
1.8 MHz, the signal produced is as
good as isotropic, with appreciable
gain at 14 MHz and higher. While
there are large variations in drive
impedance, a ladder-line feed and
matchbox easily handle this. Note:
With only nine segments per side,
higher-frequency results are only ap-
proximate.

The patterns of such an antenna are
not wonderful, but they are useful.
Fig 11A, B and C show the vertical-
plane patterns at 14 and 24.5 MHz and
the 50-MHz horizontal-plane pattern
for 30° elevation. F-layer propagation
won’t be great, but performance will be
good for daytime E-layer and short-
skip propagation.

It should be noted that such an an-
tenna need not be square, or even any
regular shape; it may even have sec-
tions folded back at acute angles (a
form of loading). The wire size may
be small; losses do increase, but
#26 AWG copper wire twisted around
nylon fishing line, makes a nearly in-
visible antenna, even from 10 feet
away. This particular size example is
probably good only for reception on
1.8 MHz, but a trial would be worth-
while. Even better would be to in-
crease the length of one or more sides,
if possible.

My point here is that we should not
to give up on antennas just because it
isn’t feasible to erect a big beam at
60 feet. Assess your own size and
height constraints and create an an-
tenna to fit the space with a computer
program or with a full-size trial. If you
put up an antenna and it doesn’t work

well, quietly take it down and put up
another one. When you get one that
works, tell all your friends and brag on
the air. Before long, you will be known
as an antenna expert!

Testing a Beam
A standard method of testing a beam

antenna before erection is to aim it
vertically, with the reflector element
fairly close to the ground. Fig 12 shows
results for a typical two-element quad.
Drive impedances at 12A nearly equal
the free-space values for reflector
heights greater then 0.2 λ, and are
roughly equal for heights greater than
0.1 λ (about 6 feet) for the 20-meter
band. The pattern at 12B is typical of
such an antenna, but there should be
good signals for E-layer propagation.
These two factors provide a good indi-
cation that the antenna is working as
designed.
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You can always impress the neighbors by taping a 2- or
3-foot-long fluorescent tube to a stick and placing it near
the high-voltage points. This is another useful check: The
brightest points should be 90° from the radiator centers, at
the ends of λ/2 Yagi elements and on the sides of full-wave
loops.

Notes
1J. Kraus, Antennas, (New York, McGraw-Hill, 1988).
2R. Haviland, “Ground Parameters for Antenna Analysis,” The ARRL
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3G. Hagn, “HF Ground Measurements at the Lawrence Livermore

National Laboratory Field Site,” Applied Computational
Electromagnetics Society Journal and Newsletter, Vol. 3, No. 2,
1988.

4R. Haviland, “The Quad Antenna Revisited,” Communications Quar-
terly, Pt 1, Summer 1999, pp 43-73; Pt 2, Fall 1999, pp 65-85; Pt 3,
QEX/Communications Quarterly, Nov/Dec 2000, pp 10-19. A multi-
tude of EZNEC2 description files used in this series are available for
download from the ARRL Web www.arrl.org/files/qex/. Look for
QUADS.ZIP.

5G. Hall, K1TD, Editor, The ARRL Antenna Book, 16th edition,
(Newington: ARRL, 1991).

Fig 11—A 20-meter horizontally oriented
square loop mounted 2 meters above
average soil. At (A) and (B) vertical-plane
patterns at 14 MHz and 24.5 MHz (91
segments). At (C), a horizontal-plane
pattern for 50 MHz (91 segments).

Fig 12—Test results from a two-element 14-MHz quad mounted
with the boom pointed at the zenith (loop elements in horizontal
planes) over average soil. At (A), drive impedance versus
reflector-to-ground spacing. At (B), a vertical-plane radiation
pattern for a 0.1 λ height.

http://www.arrl.org/files/qex/
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225 Main St
Newington, CT 06111-1494
zlau@arrl.org

RF

1Notes appear on page 58.

Making Off-Center
Fed Dipoles Work

Many amateurs would like a simple
coax fed antenna that works reason-
ably well on many, if not all bands. A
center-fed dipole antenna typically
suffers from excessive feed-line loss on
some bands, unless the characteristic
feed-line loss is very low. This is due to
the harmonic relationship of many
amateur bands that makes high im-
pedances inevitable—I am sure
that many hams have unsuccessfully
looked for a “magic” design. A line loss
of 10 dB is not unusual for 100 feet of
flexible coaxial feed line.1 Despite the

touted low losses of open-wire fed an-
tennas, many hams prefer the conve-
nience of coaxial feed line. Not only is
it tolerant of proximity to metal masts,
but the effect of weather on perfor-
mance is minimal. In contrast, com-
monly used window ladder line is sig-
nificantly affected by water.2

An attractive candidate for such an
antenna is the off-center-fed dipole, or
OCFD:  each side of the antenna has a
different length.3, 4, 5, 6 By making the
lengths unequal, we can obtain feed-
point impedances that match 200 Ω
fairly well on four amateur bands. A
200-Ω impedance is convenient—I
find it easy to design an efficient
50:200 Ω broadband transformer.
Other values, such as 300 Ω, are much
tougher to design. A typical OCFD
design is shown in Fig 1A. I was able
to improve SWR performance by mod-

eling it over real ground at a height of
46 feet, as shown.7 The SWR is under
2.1:1 at 7, 14, 21 and 28 MHz. This
isn’t surprising if you study the chap-
ter of The ARRL Antenna Book that
discusses effects of ground on anten-
nas. At a height of 0.35 λ, the imped-
ance of a horizontal λ/2 antenna is
maximized. This is precisely what this
antenna needs, since the input imped-
ance on 40 meters is less than 200 Ω,
and needs to be increased for better
SWR performance.

Unlike a center-fed dipole, the feed
line of an OCFD may significantly in-
teract with the antenna. This is true
because the longer wire couples more
strongly to the feed line than does the
shorter wire. This is easily shown
through computer modeling—placing
an unconnected λ/2 of wire perpen-
dicular to the antenna feedpoint will

mailto:zlau@arrl.org
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raise the 20-meter SWR from 1.6 to
4.0:1.

I modeled all these antenna situa-
tions with EZNEC and a NEC4 en-
gine. In all cases, I modeled the rig end
of the feed line as an open circuit. A
1:1 line isolator at the rig end looks
like a good idea, since the feed-line
shield is likely to pick up RF. It could
also be grounded, but an open circuit
is easier to duplicate with Mininec
based modeling programs. I modeled
the antennas with copper loss, as well
as the zero-conductor-loss case. The
difference in impedance is small.

Connecting the 45-foot feed-line
shield directly to the shorter wire re-
veals a significant problem. While the
7-MHz SWR drops to 1.3:1, the 14-MHz
SWR skyrockets to 13.1:1. The 21- and
28-MHz ratios are also a bit worse. This
antenna is shown in Fig 1C.

Table 1—EZNEC/NEC4 Results

Free-Space Off-Center-Fed Dipole (file ocfd.ez, Fig 1A).
Band (MHz) 7 14 21 28
SWR 2.5 1.7 1.4 1.7
Z (Ω) 80+j16 330–j21 208–j65 140–j65
Z (Ω, copper) 81+j17 335–j16 213–j62 143–j62

OCFD 46 feet above Real Ground (file ocfdg.ez, Fig 1A).
Band (MHz) 7 14 21 28
SWR 2.1 1.6 1.4 1.6
Z (Ω) 98+j16 306–j26 211–j67 143–j63
Z (Ω, copper) 99+j17 311–j21 215–j64 146–j20

OCFD with Perpendicular 20-Meter λ/2 Wire next to Feed (file
ocfdres.ez, Fig 1B).
Band (MHz) 7 14 21 28
SWR 2.1 4.0 1.4 1.3
Z (Ω) 98+j15 796–j14 183–j62 166–j42
Z (Ω, copper) 99+j16 800–j13 187–j59 169–j39

OCFD with RG–58 Shield Connected to Shorter Antenna Wire
  (file ocfds.ez, Fig 1C).
Band (MHz) 7 14 21 28
SWR 1.3 13.1 2.9 3.1
Z (Ω) 233–j44 478–j995 517–j179 152–j201
Z (Ω, copper)  233–j41 477–j990 516–j173 153–j199

OCFD with 800-Ω Feedpoint Isolator (R1) (file ocfd800.ez, Fig 1D).
Band (MHz) 7 14 21 28
SWR 1.7 4.2 2.1 1.7
Z (Ω) 120+j24 609–j362 384–j95 180–j103
Z (Ω, copper) 121+j25 613–j361 386–j92 183–j100

OCFD with 2400-Ω Feedpoint Isolator (R1) (file ocfd2400.ez, Fig 1D).
Band (MHz) 7 14 21 28
SWR 1.9 2.7 1.6 1.6
Z (Ω) 105+j21 483–j154 306–j55 168–j82
Z (Ω, copper) 106+j22 489–j151 308–j52 171–j79

OCFD with 8000-Ω Feedpoint Isolator (R1) (file ocfd8000.ez, Fig
1D).
Band (MHz) 7 14 21 28
SWR 2.0 2.0 1.3 1.6
Z (Ω) 100+j19 392–j73 251–j31 161–j74
Z (Ω, copper) 101+j20 398–j68 254–j28 164–j71

OCFD with 2400-Ω Feedpoint Isolator and 1600-Ω Isolator at Center
  of Feed Line (file ocfdmc.ez, Fig 1E).
Band (MHz) 7 14 21 28
SWR 2.0 3.1 1.7 1.6
Z (Ω) 102+j21 523–j217 304–j77 166–j83
Z (Ω, copper) 104+j22 528–j214 307–j74 169–j80

Fig 1—The antenna test conditions. The dipole is made of
#12 AWG wire. Antennas modeled with ground are all 46
feet (optimum height) above real ground. Coax is RG-58
(0.15-inch shield OD). R1 decouples the coax shield from
the antenna; its value varies as indicated in Table 1. In C,
D and E, the total feed-line length is 45 feet.

A line isolator can reduce this prob-
lem. This antenna is shown in Fig 1D.
A line isolator is designed to block
shield currents on a coaxial transmis-
sion line. It is often suggested that a
4:1 balun or current balun be used as
a line isolator with OCFDs. Fig 1D
shows the model of an OCFD with a
current balun. The current balun is
designed with the popular “4× rule,” in
which the impedance is four times the
impedance being transformed. I mod-
eled it as a pure resistance of 800 Ω.
There is a noticeable mismatch on 20
and 15 meters. Increasing the imped-
ance to 2400 Ω is better, and the SWR
performance is quite good at 8000 Ω.
Unfortunately, 8000 Ω of isolation is a
bit much to achieve in a single isola-
tor—one wonders whether a line iso-
lator in the center of the feed line
would help? Surprisingly, a second

isolator of 1600 Ω actually degrades
performance. The SWR on 20 meters
actually increases from 2.7 to 3.1.

It should be obvious why Amateur
Radio operators have had mixed results
with OCFD antennas. Typical designs
have no line isolator or feed-line length
specification, although these elements
are critical for obtaining optimum SWR
performance. This isn’t like a λ/2 dipole,
which often works well despite little or
no feed-line decoupling. Similarly, RF
pickup by the shield is typically negli-
gible if the coax is routed perpendicular
to the dipole wires.

This investigation has just
scratched the surface. I expect that
many “optimum” designs can be devel-
oped if someone were to devote enough
and time and effort to find them. Not
only can we develop OCFDs for differ-
ent overall lengths, but one might also
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Fig 4—Shop made solder lug for
attaching coax shield to 3/8×32 threaded
BNC jacks. Use 0.020-inch-thick copper
sheet.

Fig 2—Test setup for measuring RF choke isolators.

Fig 3—50:200-Ω line isolator optimized to cover 10 to 30 MHz.
RFC1—11 turns of RG-58C on FT140-43
ferrite core.

T1, T2—8 turns #20 AWG enameled wire
bifilar wound on FT82-61 ferrite toroids.

experiment with inverted-V varia-
tions. One commercial vendor sells an
OCFD variation that utilizes part of
the feed line as a vertical radiating
element.8 He claims this modification
improves low-angle performance.

Homebrew 1:1 and
4:1 Line Isolators

I decided to break up the task of
designing the 4:1 isolator into two
parts—designing a 1:1 isolation trans-
former and a 4:1 impedance trans-
former. The 1:1 isolation transformer
is also useful for blocking RF at the rig.
Choke baluns wound with coax make
excellent isolation transformers, so I
performed some experiments using a
spectrum analyzer and a tracking gen-
erator. It should be possible to make
similar measurements with a QRP
transmitter, a power attenuator and a
sensitive power meter as shown in
Fig 2. A 6- to 10-dB attenuator will
provide a good impedance match to the
transmitter, regardless of load. It is
possible to damage some transmitters
with a poor load. A spectrum analyzer
isn’t required if you have a signal
source with spurious signals and har-
monics well attenuated. The power
meter should be able to detect signals
30 dB weaker than the output of the
attenuator. A 50-Ω load and a simple
1N34A diode detector driving a high-
impedance voltmeter should be ad-
equate with 1 W of available power.

I chose a size 140 core, as it appeared

to the smallest core in which I could
wind a relatively large number of
turns, using RG-58C coax as the con-
ductor. I chose a 50-Ω cable with a
stranded center conductor, since it is
more flexible and easier to wrap
around the toroid than one with a
solid-copper center conductor. I found
that an isolation choke formed with 8
turns of RG-58C shield on a FT140-77
core had just 17 dB of isolation, while
the same winding had 30 dB of isola-
tion at 30 MHz on an FT140-43 core.
Adding three more turns to the type-
43 core lowered the parallel resonant
frequency, so 30 dB of isolation was
obtained between 10 and 30 MHz.

I think the type-77 material is too
lossy to make a good isolation choke, as
the frequency response was quite flat.
Normally, I start with the most perme-
able materials first, since fewer turns
are required for a given inductance.
Next, I add enough turns to obtain good
performance at low frequencies, since
low-frequency performance is typically
determined by the inductive reactance.
While I am doing this, I watch the high-
frequency performance by frequency-
sweep testing the choke. As more and
more turns are added stray capacitance
increases, and that degrades the high
frequency performance. Thus, with a
typical design, one more turn improves
the low-frequency performance just a
little bit at the expense of the perfor-
mance at the high end.

I didn’t worry as much about isola-

tor performance at 7 MHz, as com-
puter modeling indicated that excel-
lent isolation wasn’t as important. In
fact, the SWR actually improved as
the isolation worsened.

I decided to use the impedance trans-
former on page 56 of Solid State Design
for the Radio Amateur.9 It is described
more fully as the Guanella 1:4 in Section
1.3 of Transmission Line Transformers,
by Jerry Sevick, W2FMI.10 It was origi-
nally designed for balanced to balanced
work. Fortunately, the isolation choke
provides the necessary equal and oppo-
site currents needed to drive it properly.
It has very little loss—the maximum loss
between 3.5 and 30 MHz is just 0.11 dB.
Just as with the choke, you can experi-
ment with different materials and wind-
ings to optimize performance for a par-
ticular frequency range. The complete
50:200-Ω line isolator is shown in Fig 3.

It is important, but difficult, to assess
the power-handling ability of the trans-
former. Two FT82-61 cores have a sur-
face area of 22 square centimeters. To
obtain a 25° temperature rise, 1.0 W of
heat dissipation is required.11 With a
loss of just 0.11 dB, 97.5% of the power
gets to the load. Thus, the cores will
handle 40 W with the rated 200-Ω load.
It’s more difficult to measure the loss
with non-ideal loads. I’ve looked at this
problem but have not found any simple
solutions. This looks like a challenge for
an advanced amateur to solve! How-
ever, based on my experience with
ferrite transformers, I’d expect this
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transformer to handle typical QRP lev-
els of 5-W CW and 10-W PEP sideband.

The last step is packaging the isola-
tion choke and transformer in a rugged
enclosure. I described how to do this in
detail in my Nov/Dec 2000 RF column,
packaging a tiny balun in 1/2-inch PVC
pipe. I found there was just enough
room inside a 3-inch length of Schedule
40, 1.5-inch diameter PVC tubing. End
caps were attached with #2-56 screws.
I tapped the plastic to hold the screws
in place. On the top of the 1.5-inch PVC
cap, I mounted an inverted 3/4-inch pipe
cap with holes in it for attaching sup-
port ropes. You might want to use a
more standard eyebolt, as I have not ex-
tensively tested the plastic cap for rug-
gedness. Use #10-32 stainless steel
hardware to provide convenient con-
nections to antenna wires.

I found it easiest to connect the
transformer first to the screws
mounted on the top end cap. Then, the
isolation choke was added. Finally,
the coax was attached to the bottom
end cap with a large copper solder lug.
Fig 4 shows how to make your own
solder lugs out of 0.020-inch-thick cop-
per sheet. Solder lugs that fit around
3/8-inch-threaded connectors are also
available from Amphenol.

System Considerations
It is a reality that efficient antennas

are sensitive to their environment.
Changes in height or proximity to metal
objects change SWR performance of the
antenna. This is particularly true of
temporary antennas, which are typi-
cally installed close to the ground. In
quickly installed portable installa-

tions, it may be wise to sacrifice some
theoretical performance, perhaps uti-
lizing an automatic antenna tuner for
quick band changes, instead of looking
for a efficient broadband design that
will work anywhere.

The feed-line loss is an important
variable. Instead of spending a lot of
time trimming an antenna for best per-
formance, it may actually make more
sense to optimize a coaxial feed line for
the shortest length. For instance, one
might bring 30 feet of feed line, 5 and
10 foot extension cables. Thus, depend-
ing on antenna height, feed-line
lengths of 30, 35, 40 and 45 feet can be
selected, minimizing the amount of
unused feed line. This can be done quite
quickly with BNC or C connectors.

Summary
An off-center-fed dipole can be an

excellent choice for multiband opera-
tion in portable installations, if in-
stalled by a perceptive ham using an
antenna tuner. I think it is unreason-
able to expect quick installations with
very low SWR on all bands—there are
just too many variables involved. How-
ever, the SWR is typically low enough
to work well with automatic antenna
tuners. A perceptive ham won’t apply
the antenna casually; using a junk-box
balun as the isolator and an excessive
length of lossy coax can easily result in
poor system performance. Nor will he
unwisely trade antenna height for a
better SWR. For beginners, an OCFD
cannot compare with the simplicity of a
λ/2 40-meter dipole that will work well
with a tuner on 15 meters, or single-
band 20- or 10-meter center-fed dipoles.
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Upcoming
Conferences

Southeastern VHF Society,
April 20-21, 2001

The Southeastern VHF Society will
host its fifth annual conference at the
Holiday Inn Brentwood in Nashville,
Tennessee. The program will include
presentations by antenna specialist
L. B. Cebik, W4RNL, EME enthusiast
Bob McGraw, K4TAX, and many other
VHF+ operators.

In addition to the technical program/
presentations and conference proceed-
ings, there will be pre-amp noise figure
testing (50-1296 MHz), antenna-gain
measurements (144-2304 MHz), a fam-
ily program, flea market, vendor sales
displays, the SVHFS auction, annual
business meeting, Saturday night ban-
quet with a guest speaker, K4UHF-
award presentation and many door
prizes.

Attending this conference will be
some of the most capable amateurs in
the world, with respect to both opera-
tions and technical aspects. In addition
to weak-signal VHF enthusiasts, we
want to reach Skywarn / ARES / RACES
and the general population in sur-
rounding states near Nashville. Many
VHF specialty areas are directly re-
lated to emergency management, but
no one has yet made a formal connec-
tion between the two areas. SVHFS
wishes to introduce area Skywarn/
ARES/RACES personnel to VHFers
and vice-versa. Both organizations
could benefit directly in both personnel
and technical assistance.

Reservations for the Holiday Inn
Brentwood may be made by contacting
the hotel at 615-373-2600. The hotel
Web site is www.hotel-nashville
.com/holidayinn/. Mention the
SVHFS 2001 Conference to get the
group rate of $80/night; the cut-off
date for the group rate is March 2,
2001.

You can pre-register for the confer-
ence by completing the form on the
SVHFS Web site at www.svhfs.org.
To be added to the SVHFS mailing list,
contact Robin Midgett, KB4IDC, via
e-mail at KB4IDC@arrl.net. The
SVHFS mailing address is SVHFS Inc,
PO Box 1255, Cornelia, GA 30531. You
can find more information about the
conference at www.svhfs.org or www
.etdxa.org/svhfs.pdf.

SETI League Technical
Symposium

The SETI League Inc, nonprofit
leader in the privatized Search for Ex-
tra-Terrestrial Intelligence, will be
holding its first Technical Symposium
the weekend of April 28 and 29, 2001, in
Trenton, New Jersey. SETI League
members from around the world will
present papers about radio astronomy,
microwave communications, and the
hardware, software and search strate-
gies being used to seek scientific evi-

dence of other intelligent civilizations in
the cosmos. The Symposium is being
hosted by the Engineering Department
of The College of New Jersey (formerly
Trenton State College). In attendance
will be a respectable sampling of the
SETI League’s 1200 members from 60
countries, including many of the over
100 SETI League members building and
operating their own observing stations.
For conference details, visit www
.setileague.org/admin/meet2001
.htm.

http://www.hotel-nashville.com/holidayinn/
http://www.hotel-nashville.com/holidayinn/
http://www.svhfs.org
mailto:KB4IDC@arrl.net
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http://www.etdxa.org/svhfs.pdf
http://www.etdxa.org/svhfs.pdf
http://www.setileague.org/admin/meet2001.htm
http://www.setileague.org/admin/meet2001.htm
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60   Mar/Apr 2001

Letters to the Editor
Class-E RF Power Amplifiers (Jan/Feb 2001)

Please note the following correction on p. 12, left column,
Eq 1:

Rload = R –[ESRL2 + ESRC2 + 1.365 Ron + 0.2116 ESRC1]
R is the value obtained from Eq 6 or 6A when using for P

the procedure described at “Briefly:” in the three lines above
Eq 1.—Nathan O. Sokal, WA1HQC, Design Automation, 4
Tyler Rd, Lexington, MA 02420-2404; NathanSokal@
compuserve.com

Wave Mechanics of Transmission Lines, Part 1
(Jan/Feb 2001)

Doug,
In my Jan/Feb 2001 article, I neglected to acknowledge Mr.

William Klocko, N3WK, for his discussions regarding the
subject of wave reflections in transmission line systems. My
conversations with Bill on this subject were of great value.
I would like to acknowledge him here and offer my apologies
for that oversight.—Steve Best, VE9SRB, 48 Perimeter Rd,
Manchester, NH 03103-3327; srbest@att.net

Dear Steven and Doug,
Just a quick note to tell you how much I enjoyed the first

of this series in QEX. I appreciate the painstaking way you
led me through the algebra, step by step, with no intuitive
leaps in the dark. I like the way transmission-line loss was
included at the very outset and was truly delighted with the
way an infinite series dropped out as the equation for Vfwd.
I’ve never seen such a clear and intuitive description before,
let me congratulate you on that.—Chris Cadogan, G3XWB,
8 Horncliffe Close, Rawtenstall Rossendale, Lancs BB4 6EE,
Great Britain; chris@cadogan.u-net.com

On the Impedance Transformation
Properties of a π Network

In QEX, Sep/Nov 1995, William Sabin, W0IYH, described
a standard IEEE procedure for measuring the output re-
sistance of amplifiers and networks (see his Eq 8). This
procedure involves making a small change in load resis-
tance and measuring the resulting difference in load volt-
age and current. The output resistance is then determined
by dividing the voltage difference by the current difference,
ROUT = dE/dI. I have used this procedure successfully for
measuring the output resistance of class B and C amplifi-
ers. In every instance where the loading of the amplifier
was initially adjusted for delivery of all available power
into the load with a given level of drive, ROUT = RLOAD at
various levels of drive and delivered power.

After looking more closely at the concept, in his letter to
the editor, QEX, May/June 2000, Mr. Sabin now asserts
that this procedure will not give the correct answer, be-
cause the p network does not behave as a perfect trans-
former. He asserts that with a change in load resistance,
we do not get the correct answer for the loss-less dynamic
output resistance of the tube because of the π network’s
imperfect transformer action.

That distorts the objective of the IEEE procedure from
obtaining the output resistance of the p network to obtaining
the source resistance of the tube, which is not what the IEEE
procedure obtains. We are not interested in the source resis-

tance of the tube, we are only interested in the source resis-
tance seen at the output of the p network, that is, at the coax
connector. Mr. Sabin states that the output resistance at the
coax connector is also incorrect using this procedure; but my
measurements show that this is not true. On the contrary,
using the IEEE “small load-variation” method yields the
correct network output resistance measured at the coax. The
introduction of reactance at the input of the p network, plus
the non-corresponding variation of the input resistance
caused by deviation from the true transformer ratio is irrel-
evant to obtaining the network output resistance measured
at the coax output connector.

In his letter in QEX, Sept/Oct 2000, Mr. Sabin presented
a graph, his Fig 2, that plots output resistance of a p net-
work versus rp, the tube’s lossless dynamic output resis-
tance. His intent is to show how impedance transformation
through a π network deviates from that through a perfect
transformer. In this he is correct, the deviation does occur
but not in the manner shown in his Fig 2, which is irrel-
evant in determining the network output resistance.

The data appearing in Fig 2 are interesting, but mislead-
ing for the following reason. A change in the internal resis-
tance of the source cannot change the output resistance of
the network while in normal operation, as the data in his
Fig 2 would have us believe. The dependent and independent
variables in the graph are reversed in relation to normal
functioning of the network. In network operation, the load
impedance is the independent variable that determines the
dependent variable: the network input impedance. In hi
 Fig 2, the source resistance rP is shown erroneously as the
independent variable, and the output impedance is shown
erroneously as the dependent variable. This is incorrect
because, as stated above, a change of internal resistance in
the source cannot affect the output impedance of the network
that is left undisturbed after proper adjustment.

A change in source resistance, in relation to the input
impedance of the network, can only affect the amount of
voltage applied at the input of the network and thus the
amount of power delivered. A change in the load imped-
ance terminating a network can change the network-input
impedance, however, irrespective of the source resistance.

The data in Fig 2 are obtained by looking rearward at the
output of the network. In looking rearward at the output,
Fig 2 can be interpreted correctly only by considering that
the direction of energy flow in the network is reversed from
the normal flow: from the source to the load. In a configu-
ration that would yield the data appearing in Fig 2, the x-
axis values of ‘rP’ would be functioning as load resistances,
not source resistances. The y-axis resistances and reac-
tances would be the resulting values of input impedance
obtained while looking rearward into the network from
original output terminals. In other words, if physical mea-
surements were made rearward from the output to verify
the data of Fig 2, real physical resistors of values that
appear on the x-axis would be required as terminating
loads at the network input. Then, when impedance mea-
surements are taken at the network output, the values of
resistance and reactance indicated on the y-axis would
appear as network input impedances, not load impedances.

As a final point, measuring the change in load voltage and
current resulting from a small change in load resistance to
determine the output resistance of a network is in no way
related to measuring rearward into the network, nor does it
involve the tube source resistance in any way. Measuring the
results of a change in load resistance occurs with the energy
flowing in the normal direction, from the source forward
through the network and into the load, contrary to the oppo-
site direction of flow when measuring rearward as indicated

mailto:NathanSokal@compuserve.com
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in Fig 2. Consequently, the objection to the standard IEEE
load-variation method of determining the output resistance
of networks is unfounded.—Walter Maxwell, W2DU, 243
Cranor Ave, DeLand, FL 32720-3914; w2du@iag.net

Notes on “Ideal” Commutating Mixers
(Nov/Dec 1999)

Doug,
Have you heard of my “Tayloe” detector? (See Fig 1.) It is

a commutating quadrature detector that has only 0.9 dB of
[conversion] loss. I just thought of this as I read your article.
My detector produces only a difference, not a sum, and the
0.9 dB comes from the integration effect described in your
article.

Fig 1 is a schematic of the detector. The topology of the
design is the same as a switched-capacitor filter. Think of
the input resistance as the characteristic impedance of the
system, nominally 50 Ω. The detector is driven by a two-bit
counter to switch at a frequency four times the detection
frequency. This allows a 1/4-cycle of input RF to be aver-
aged on each of the four detection capacitors in sequence.
For example, the 0° output gets the average of the first
1/4 cycle of RF, the 90° output gets the average of the second
1/4 cycle, and so forth, for all 1/4-cycle segments.

Note that the 0° and 180° outputs are negatives of each
other, as are the 90° and 270° outputs. These can then be
summed using the differential inputs of a pair of op amps
to produce a 0° (“I”) and 90° (“Q”) output. The differential
inputs to the op amp yield an additional 6 dB of gain. The
I and Q outputs can be used with a 90° audio phase-shift
network to receive single sideband.

Each of the four detected outputs has a 200-Ω effective
source impedance. This is because the 50-Ω driving RF im-
pedance is only seen 25% of the time at each of the detection
capacitors. This 200-Ω effective impedance is also used as
the input impedance to the op amps, so their gain is 3300/

200 or 16.5×—about 24 dB. The differential input yields an
additional 6 dB of gain for a total of 30 dB from each op amp.

Notice that the circuit has been optimized to eliminate
resistors in the signal path. This allows for an ultra-low-
noise detection/preamplifier combination. Currently, my
best receiver has –143-dBm sensitivity in a 500-Hz band-
width, but my noise spreadsheet calculations indicate
–146 dBm may be achievable.

Since the input frequency is being integrated onto the
detection capacitor, only the difference frequency is pro-
duced. This is unlike a normal mixer that produces both a
sum and difference. The net result is that each of the four
detected voltage signals is only 0.9 dB down from the origi-
nal signal, having a 200-Ω source impedance instead of the
original 50-Ω signal; 0.9 dB is about a factor of 0.9×. This
loss factor is derived from the integration of a 90° segment
of the peak of a sine wave. If each output is on for less than
1/4 cycle, this average detected loss will decrease further,
but the effective source impedance will also increase.

Because the detector has such a very low loss, very sen-
sitive receivers can be built without resorting to the use of
RF preamplifiers. Since no preamplifier is used, strong
signal handling is easy to achieve. Furthermore, since the
multiplexer uses low-level digital driving signals, high-
performance receivers that consume very little current can
be built. One of my transceivers consumes only 11 mA at
12 V dc, but has 120 dB of blocking dynamic range and a
+20-dBm IP3. That design emphasizes low current drain
for portable use; better performance is possible if that is
not a limitation.—Dan Tayloe, N7VE; 14240 S 7th St, Phoe-
nix, AZ 85048; Arizona ScQRPions; dtayloe@home.com

Dear Dan,
Thank you. I recall we got a letter from P. T. Anderson,

KC1HR, back in the Jul/Aug 1999 issue that dealt with
something similar. The technique seems to hold significant
promise for experimenters who want excellent dynamic

Fig 1—A schematic of N7VE’s commutating mixer.
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range from their gear—Doug Smith, KF6DX, kf6dx@arrl
.org.

Signals, Samples and Stuff, Part 2 (May/June 1998)

Dear Mr. Smith,
I very much enjoyed reading your QEX article. An Ama-

teur Radio friend found it for me when I asked him if he had
seen anything on frequency synthesizers that may give me
a start on replacing the failed PLL in my ICOM R71A.

Is there anywhere that I can get the complete circuit
diagram, and perhaps the artwork, for the synthesizer (in-
cluding the VFO)? If not, I’m sure I will go on to produce
something using the design described as, being a broad-

Is your personal computer powered on, but sitting idle
most of the time? If so, you can engage it in useful scientific
research without much ado. In our next issue, award-win-
ning author H. Paul Shuch, N6TX, shows how digital sig-
nal processing contributes to the search for extraterrestrial
radio signals. Specifically, Paul details a method of multi-
processing wherein many separate computers around the
world participate in various sets of calculations during

cast-band DXer who listens only in exalted-carrier mode,
the 1-Hz steps discussed sound heavenly!—Brian Dodgson,
Melbourne, Australia; bigbird@melbpc.org.au

Hi Brian,
Thanks for your note. The DDS part of my design appears

near the end of Chapter 18 of the 2001 ARRL Handbook,
sans artwork. The VCO appears in the article you cite. While
I can’t supply the rest of it at this time, we published a couple
other articles last year that may fill your bill. They are: S.
Hageman, “Build This 250-MHz Synthesized Signal
Source,” Jan/Feb 2000; R. Peterson, WA6NUT, “A PLL
Spur Eliminator for DDS VFOs,” Jul/Aug 2000—Doug
Smith, KF6DX

those idle periods. A lot of filtering and correlation is
needed to sort the chaff from the wheat, so to speak, when
it comes to reducing the vast array of data gathered by
Earth’s giant radio telescopes. “Distributed Processing
Goes Galactic” tells how it’s done and how you can get
aboard. If you think that’s not part of Amateur Radio, just
look at what amateur astronomers like Percival Lowell
(1855-1916) have done for their cause over the years.

ARRL Technical Advisor Walt Maxwell, W2DU, returns to
QEX with his analysis of how amplifiers deliver their power.
The process seems familiar to many of us; but when you dig
into the details, you find it’s not so simple. Walt explains and
he includes new data to support his conclusions.

Next Issue in
QEX/Communications Quarterly
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